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ABSTRACT

With the new developments of structural engineering and the continuously in-

creasing need for more and more complete and complex analysis tools, the study

of advanced computational techniques is becoming a very important issue also in

the field of earthquake engineering.

The employment in structural design of seismic devices as isolators and of smart

materials as shape memory alloys, together with the use of new nonlinear analysis

strategies, requires the capability of dealing with difficult topics as geometric and

material nonlinearity, incompressibility constraints, 3D inelasticity, modeling and

meshing complexity, which in many situations still need to be deeply understood

and studied.

It is in this framework that the present work has its basis, focusing on the deve-

lopment of advanced computational tools able to treat some of the delicate issues

cited above.

Keywords: finite element method, isogeometric analysis, NURBS, structural

vibrations, frame, truss, plate, membrane, 3D inelastic models, shape memory

alloys, permanent plasticity, large strains, incompressibility, enhanced strain tech-

nique, seismic devices, nonlinear analysis
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1. INTRODUCTION

As the development of the field of earthquake engineering is growing rapidly in many

directions, it can be stated that there really exists the need of giving an adequate com-

putational support to this growth.

In this framework, it is possible to identify a number of computational issues, needing

new formulations and deeper investigations, which can turn out useful for a correct and

complete modeling of structures, in particular when subjected to strong ground motions.

When studying isolators, it is not unfrequent to deal with both material and geometric

nonlinearities, as well as with the incompressibility constraint when rubbers are em-

ployed. Moreover, when 3D finite element simulations of seismic devices are required,

also mesh complexity (and related geometric approximations) may become a problem.

Other examples of fields where material or geometric nonlinearities play an important

role are the study of the behaviour of smart materials (as shape memory alloys) that

can be employed in earthquake engineering and the introduction of innovative design

guidelines based on nonlinear analysis strategies.

It is from these considerations that the idea behind this thesis arises. Its goal is giving

a collection of numerical tools able to overcome some numerical difficulties that can be

faced in earthquake engineering. In particular, the themes treated within this work are:

- isogeometric analysis for structural dynamics;

- shape memory alloys for earthquake engineering: applications and modeling;

- mixed-enhanced strain techniques for the study of incompressibility and geometric

nonlinearities.

In the following Chapters, contributions to all of these issues are given, as detailed in

Section 1.1 which describes the organization of the work.
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1.1 Organization of the Work

The present work is organized in four main Chapters.

The first one consists of the presentation of some important earthquake engineering pro-

blems implying the need for a deep study of advanced computational issues.

In the second one, the concept of Isogeometric Analysis applied to structural dynamics

is presented (cf. Reali [2004, 2005]; Cottrell et al. [2005a,b]). Case studies are the modal

analysis of truss, frame and two-dimensional elements, as well as some three-dimensional

structural members and the whole resulting structure for which modal experimental re-

sults are available from NASA.

The third main Chapter refers to shape memory alloys: some seismic applications for

these smart materials are presented, together with the introduction and the assessment

of a new constitutive model able to reproduce their three-dimensional macroscopic beha-

viour, including permanent inelastic effects (cf. Auricchio and Reali [2005a,b]; Auricchio

et al. [2005d]).

The last Chapter, then, deals with finite element approximation of incompressibility in

both the small and the large strain regimes: a solution to some of the related problems

is found in the framework of mixed-enhanced strain elements (cf. Auricchio et al. [2004,

2005a,b]).

Afterwards, conclusions about the numerical tools developed within this work are di-

scussed together with possible future ways of investigation.

Finally, the two Appendices report, respectively, some analytical computations of isoge-

ometric analysis orders of accuracy and the mathematical proofs for Chapter 5 Proposi-

tions and Theorems.



2. THE NEED FOR ADVANCED
COMPUTATIONAL TOOLS IN EARTHQUAKE

ENGINEERING

Earthquake engineering is a research field in continuous expansion and the development

of numerical methods able to support its new frontiers constitutes an important field of

investigation as well.

In this context, the aim of the present Chapter is to briefly analyze some earthquake

engineering problems from which computational difficulties may arise, justifying the re-

search project described in this thesis.

The seismic applications considered in the following are:

- seismic isolation: high-damping rubber bearings;

- smart materials for seismic devices: shape memory alloys;

- innovative design guidelines: nonlinear analysis strategies.

As shown in next Sections, these research directions call for deeper studies on some

delicate topics such as geometric nonlinearity, inelasticity, incompressibility, mesh and

geometry complexity. Subsequent Chapters will then focus on some numerical techniques

for dealing with these issues.

2.1 Seismic isolation: high-damping rubber bearings

Seismic isolation is a widespread method for seismic protection of bridges and buildings.

The main idea is to place flexible bearings between the primary mass of the structure

and the source motion, typically isolating bridge superstructures from piers or buildings

from foundations. Such a procedure can be used for both new and existing structures

and its main advantages will be briefly discussed in the following.

As a first effect, adding a flexible bearing lengthens the fundamental period of the whole

structure, decreasing design forces for short period structures.

Then, a higher flexibility may increase structure displacements, but, on the other side,
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inelastic deformation is confined to the isolation device so that an elastic design for the

remainder of the structure is possible.

Moreover, isolators are able to dissipate seismic energy by means of hysteretic damping

or through supplemental damper insertion.

Finally, it is to be considered also that in some cases the isolator can act as a “fuse” for

the structure, when the forces transferred to the structure are limited by the maximum

amount of force that can be transmitted across the bearing.

Rubber-based isolators, as lead-rubber and high-damping rubber bearings, are a partic-

ularly significative example within this study, because their characteristics constitute a

reason for the study of incompressibility (always to be taken into account when modeling

rubber materials) as well as of material and geometric nonlinearities (for instance, Figure

2.1 shows the response of a lead-rubber bearing subjected to 208% shear strain). In the

following, we focus on a particular type of seismic isolation device, the so-called high-

damping rubber bearing (HDRB), about which the interested reader can find a detailed

discussion in Grant et al. [2005] and references therein.

Figure 2.1. University of California at San Diego: SRMD dynamic testing of a
lead-rubber bearing at 208% shear strain.

HDRBs are seismic isolators commonly used in both construction and retrofit of bridges

and buildings. As usual with elastomeric seismic devices, HDRBs are composed of elas-

tomeric compound layers reinforced by steel layers in order to increase vertical stiffness

(see Figure 2.2 for a sketch of a typical HDRB). The elastomer usually consists of a filled

natural or synthetic rubber in order to provide seismic energy dissipation under cyclic

loading without needing supplemental damping.

The nonlinear constitutive law of the employed rubbers (both in the cases of filled nat-

ural or synthetic) implies high horizontal stiffness for low shear strains, low stiffness for

medium strains and increasing shear modulus for higher strains. In this way, at service

conditions a high bearing stiffness makes forces and deformations in the structure to be
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Figure 2.2. Bridgestone KL301 high-damping rubber bearing (cf. Grant et al.

[2005]).

expected in the elastic range; at a moderate earthquake, instead, the bearing deforma-

tion isolates the structure and provides energy dissipation; at an extreme seismic event,

finally, the elastomer strain-stiffening limits the isolator deformation, thus reducing the

risk of instabilities of the bearing itself.

We remark that this brief (and not satisfactory at all) presentation of such a device aims

only at introducing to the reader’s attention the presence of problems like large deforma-

tion, inelasticity and incompressibility in earthquake engineering state-of-the-practice, so

highlighting the necessity of computational tools able to simulate these important be-

haviours. In Chapter 5, we will deal with mixed-enhanced finite element methods for

treating incompressibility, and, in particular, in the second part of the Chapter, we will

focus on incompressible large strain (i.e. geometrically nonlinear) problems.

Moreover, Figure 2.2 shows that the geometry of an isolator of this type, though simple

in each of its parts, can be rather complex in its entirety. Accordingly, if an analysis of

the device is required, also geometry approximation and mesh complexity problems play

an important role for a successful simulation procedure. In fact, the introduction of a

faceted mesh approximating a smooth surface may for instance give rise to non-physical

stress concentrations at mesh corners. So, in Chapter 3, we will show, with particular

reference to structural dynamics, a new method (referred to as Isogeometric Analysis)

able to deal with geometric problems like this by means of an exact geometry approach.
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2.2 Smart materials for seismic devices: shape memory alloys

Earthquake engineering, and in particular its branch devoted to the design of seismic

protection devices, is a field strongly influenced by material science progresses, as the

availability of new materials often opens roads previously considered difficult to be fol-

lowed. A first example could be the development of rubbers with high damping prop-

erties, whose use has made possible the design of the HDRB isolators described in the

previous Section.

Among the many smart materials that have been successfully employed in seismic devices

in last years, we find particularly interesting the so-called shape memory alloys (SMAs),

whose name comes from their capability of recovering the original shape after being

subjected to large deformations. Though developed in the 1960s, it is only in the last

decade that SMA use in earthquake engineering has been really considered and studied,

opening new possibilities and applications due to their unique characteristics (Figure

2.3 reports an example of commercial SMA seismic devices). As a consequence, the

development of constitutive models able to reproduce the three-dimensional inelastic

behaviour of SMAs is a subject to be tackled, as it is basilar in order to construct

reliable numerical tools for simulating the response of any SMA-based devices.

So, we entirely devote Chapter 4 to SMAs and, after a general introduction to their

main features and a review of the state-of-the-art on the employment of such materials

in earthquake engineering, we present in detail a new 3D constitutive model capable of

reproducing their main macroscopic behaviours.

Figure 2.3. SMA seismic devices produced by FIP Industriale SpA [2005].
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2.3 Innovative design guidelines: nonlinear analysis strategies

The field of earthquake engineering is increasingly influenced by the significant devel-

opment of the performance-based seismic engineering concepts and methodologies that

is taking place in the last two decades (cf. Penelis and Kappos [1997] and references

therein). Accordingly, innovative design guidelines and analysis procedures, as nonlinear

time-history or pushover (nonlinear static) analysis, are becoming more and more popu-

lar (see, e.g., FEMA 440 [2005]; NZS 1170.5 [2004]; OPCM 3274 [2003]).

An essential requisite in performance-based seismic design is the estimation of inelastic

deformation demands in structural members; in fact, the main idea consists in accounting

for the structural ductility developed by a structure when entering its nonlinear response

range to reach a predetermined performance limit state (cf., e.g., Paulay and Priest-

ley [1992]). In this context, the study of analysis strategies able to model in a reliable

way the nonlinear behaviour of the structures under investigation becomes of primary

importance.

The matter of nonlinear analysis techniques within performance-based seismic engineer-

ing would indeed deserve a detailed and complete discussion, as proved by the wide

literature devoted to this topic. The aim of this Section, instead, just consists in point-

ing out that also the diffusion of these research directions, which are becoming more and

more an important part in design guidelines, highlights the necessity of deeper studies

on issues like material and geometric nonlinearities, basilar to correctly implement the

numerical tools needed for these kinds of analysis.





3. ISOGEOMETRIC ANALYSIS FOR
STRUCTURAL DYNAMICS

As seen in the previous Chapter, mesh and geometry problems may constitute important

issues in the field of earthquake engineering and, more in general, of structural dynamics.

Here a new method, referred to as Isogeometric Analysis, showing a number of advantages

with respect to standard finite element methods is presented and discussed.

The concept of Isogeometric Analysis, introduced by Hughes et al. [2005], may be viewed

as a logical extension of finite element analysis. The objectives of the isogeometric ap-

proach are to develop an analysis framework based on functions employed in Computer

Aided Design (CAD) systems, capable of representing many engineering geometries ex-

actly; to employ one, and only one, geometric description for all meshes and all orders

of approximation; and to vastly simplify mesh refinement procedures. As a primary tool

in the establishment of this new framework for analysis, Hughes et al. [2005] selected

NURBS (Non-Uniform Rational B-Splines; see, e.g., Rogers [2001] and Piegl and Tiller

[1997]), obtaining excellent results for problems of linear solid and structural mechanics

and linear shells modeled as three-dimensional solids (as well as for advection-diffusion

problems).

A fundamental tenet of isogeometric analysis is to represent geometry as accurately as

possible, because the faceted nature of finite element geometries could lead to significant

errors and difficulties. This is schematically conveyed in Figure 3.1. In order to gen-

erate meshes, geometrical simplifications are introduced in finite element analysis. For

example, features such as small holes and fillets are often removed. Stress concentrations

produced by holes are then missing, and artificial, non-physical, stress concentrations

are induced by the removal of fillets. The stresses at sharp, reentrant corners will be

infinite, which makes adaptive mesh refinement strategies meaningless. If the refinement

is performed to capture geometrical features in the limit, then tight, automated com-

munication with the geometry definition, typically a CAD file, must exist for the mesh

generator and solver. It is rarely the case that this ideal situation is attained in industrial

settings, which seems to be the reason that automatic, adaptive, refinement procedures
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have had little industrial penetration despite enormous academic research activity. In

isogeometric analysis, the first mesh is designed to represent the exact geometry, and

subsequent refinements are obtained without further communication with the CAD rep-

resentation. This idea is dramatized in Figure 3.2 in which the question “What is a

circle?” is asked rhetorically. In finite element analysis, a circle is an ideal achieved in

the limit of mesh refinement (i.e., h-refinement) but never achieved in reality, whereas

a circle is achieved exactly for the coarsest mesh in isogeometric analysis, and this ex-

act geometry, and its parameterization, are maintained for all mesh refinements. It is

interesting to note that, in the limit, the isogeometric model converges to a polynomial

representation on each element, but not for any finite mesh. This is the obverse of finite

element analysis in which polynomial approximations exist on all meshes, and the circle

is the idealized limit.

Feature removal,

adaptive meshing

NURBS

Isogeometric analysis

preserves geometry

Finite element analysis

approximates geometry

Figure 3.1. Schematic illustration comparing finite element analysis and isogeomet-
ric analysis meshes for a bracket.

In this Chapter we discuss the isogeometric analysis methodology in structural vibration

analysis. In Section 3.1 we briefly review the basic concepts of isogeometric analysis (the

interested reader may consult Hughes et al. [2005] for a more comprehensive introduc-

tion). We emphasize the concept of k -refinement, a higher-order procedure employing

smooth basis functions, which is used repeatedly in the vibration calculations later on.

After a brief recall on the equations governing structural vibrations (Section 3.2), in

Sections 3.3-3.7 we investigate isogeometric approaches to some simple model problems



Advanced computational techniques for the study of traditional and innovative seismic devices 11

Finite Element Analysis

h 0
É

Isogeometric Analysis

É

Figure 3.2. “What is a circle?” In finite element analysis it is an idealization
attained in the limit of mesh refinement but never for any finite mesh. In isogeo-
metric analysis, the same exact geometry and parameterization are maintained for
all meshes.

of structural vibration, including the longitudinal vibration of a rod (and, equivalently,

the transverse vibration of a string, or shear beam), the transverse vibration of a thin

beam governed by Bernoulli-Euler theory, the transverse vibration of membranes, the

transverse vibration of thin plates governed by Poisson-Kirchhoff theory, and the trans-

verse vibration of a thin plate modeled as a three-dimensional elastic solid. In the cases

of Bernoulli-Euler beam theory and Poisson-Kirchhoff plate theory, we have employed

rotationless formulations, an important theme of contemporary research in structural

mechanics (see, e.g., Oñate and Cervera [1993]; Oñate and Zarate [2000]; Cirak et al.

[2000]; Cirak and Ortiz [2001]; Cirak et al. [2002]; Engel et al. [2002]; Phaal and Calla-

dine [1992a,b]).

In the one-dimensional cases we perform numerical analyses of discrete frequency spectra.

We are also able to theoretically derive the continuous, limiting spectra and we determine

that these spectra are invariant if normalized by the total number of degrees-of-freedom

in the model. In other words, one is able to determine a priori the error in frequency

for a particular mode from a single function, no matter how many degrees-of-freedom

are present in the model. These elementary results are very useful in determining the

vibration characteristics of isogeometric models and provide a basis for comparison with

standard finite element discretizations. It is well known that, in the case of higher-order

finite elements, “optical” branches are present in the spectra (see Brillouin [1953]) and
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that these are responsible for the large errors in the high-frequency part of the spec-

trum (see Hughes [2000]) and contribute to the oscillations (i.e., “Gibbs phenomena”)

that appear about discontinuities in wave propagation problems. The accurate branch,

the so-called “acoustic” branch (see Brillouin [1953]), corresponds to the low-frequency

part of the spectrum. In finite element analysis, both acoustic and optical branches are

continuous, and the optical branches vitiate a significant portion of the spectrum. In

isogeometric analysis, when a linear parameterization of the geometrical mapping from

the patch to its image in physical space is employed, only a finite number of frequencies

constitute the optical branch. The number of modes comprising the optical branch is

constant once the order of approximation is set, independent of the number of elements,

but increases with order. In this case, almost the entire spectrum corresponds to the

acoustic branch. A linear parameterization of the mapping requires a non-uniform dis-

tribution of control points. Hughes et al. [2005] describe the algorithm which locates

control points to attain a linear parameterization. Spacing control points uniformly pro-

duces a nonlinear parameterization of the mapping and in this case, remarkably, the

optical branch is entirely eliminated. The convergence rates of higher-order finite ele-

ments and isogeometric elements constructed by k -refinement are the same for the same

order basis, but the overall accuracy of the spectrum is much greater for isogeometric

elements. These observations corroborate the speculation that the k -method would be

a more accurate and economical procedure than p-method finite elements in vibration

analysis of structural members. Studies of membranes and thin plates provide additional

corroboration. We also present some initial studies of mass lumping within the isogeo-

metric approach. The “row sum” technique is employed (see Hughes [2000]). Due to the

pointwise non-negativity of B-Spline and NURBS bases, the row sum technique is guar-

anteed to produce positive lumped masses but only second-order accurate frequencies

are obtained, independently of the order of basis functions employed. This is unsat-

isfactory but we conjecture that, by appropriately locating knots and control points,

higher-order-accurate lumping procedures may exist. This is a topic requiring further

research.

In Section 3.8, we apply the isogeometric approach to the NASA Aluminum Testbed

Cylinder (ATC) which has been extensively studied experimentally to determine its vi-

bration characteristics. Our isogeometric model is an exact three-dimensional version

of the “as drawn” geometry. All fine-scale features of the geometry, such as fillets, are

precisely accounted for. Comparisons are made between the experimental data and the

numerical results.

In Section 3.9 we draw conclusions. Appendix A presents analytical and numerical results
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concerning the order of accuracy of consistent and lumped mass schemes.

Finally, we remark that details on isogeometric analysis for structural vibrations can be

found in Reali [2004, 2005] and Cottrell et al. [2005a,b].

3.1 NURBS and Isogeometric Analysis

Non-Uniform Rational B-Splines (NURBS) are the standard way of describing and con-

structing curves and surfaces in the field of CAD and computer graphics, so these func-

tions are widely described in the corresponding literature (refer for instance to Piegl and

Tiller [1997] and to Rogers [2001]). The aim of this Section is to introduce them briefly

and to present the guidelines of isogeometric analysis. The interested reader may refer

to Hughes et al. [2005] for a detailed presentation of isogeometric analysis.

3.1.1 B-Splines

B-Splines are piece-wise polynomial curves whose components are defined as the linear

combination of B-Spline basis functions and the components of some points in the space,

referred to as control points. Fixed the order of the B-Spline (i.e. the degree of polyno-

mials), to construct the basis functions the so-called knot vector needs to be introduced,

as it is a fundamental ingredient for this operation.

3.1.1.1 Knot vectors.

A knot vector, Ξ, is a set of non-decreasing real numbers representing coordinates in the

parametric space of the curve:

Ξ = {ξ1, ..., ξn+p+1}, (3.1)

where p is the order of the B-Spline and n is the number of basis functions (and control

points) necessary to describe it. The interval [ξ1, ξn+p+1] is called a patch. A knot

vector is said to be uniform if its knots are uniformly-spaced and non-uniform otherwise.

Moreover, a knot vector is said to be open if its first and last knots are repeated p + 1

times. In what follows, we always employ open knot vectors. Basis functions formed from

open knot vectors are interpolatory at the ends of the parametric interval [ξ1, ξn+p+1]

but are not, in general, interpolatory at interior knots.

3.1.1.2 Basis functions.

Given a knot vector, Ξ, B-Spline basis functions are defined recursively starting with
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p = 0 (piecewise constants):

Ni,0(ξ) =

{

1 if ξi ≤ ξ < ξi+1

0 otherwise.
(3.2)

For p > 1 :

Ni,p(ξ) =
ξ − ξi

ξi+p − ξi
Ni,p−1(ξ) +

ξi+p+1 − ξ

ξi+p+1 − ξi+1
Ni+1,p−1(ξ). (3.3)

In Figure 3.3 we present an example consisting of n = 9 cubic basis functions generated

from the open knot vector Ξ = {0, 0, 0, 0, 1/6, 1/3, 1/2, 2/3, 5/6, 1, 1, 1, 1}.

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

ξ

N
i,
3

Figure 3.3. Cubic basis functions formed from the open knot vector Ξ =
{0, 0, 0, 0, 1/6, 1/3, 1/2, 2/3, 5/6, 1, 1, 1, 1}.

An important property of B-Spline basis functions is that they are Cp−1-continuous, if

internal knots are not repeated. If a knot has multiplicity k, the basis is Cp−k-continuous

at that knot. In particular, when a knot has multiplicity p, the basis is C0 and interpo-

latory at that location.

Other remarkable properties are that:

- B-Spline basis functions from an open knot vector constitute a partition of unity,

i.e.
∑n

i=1 Ni,p(ξ) = 1 ∀ξ.

- The support of each Ni,p is compact and contained in the interval [ξi, ξi+p+1].

- B-Spline basis functions are non-negative, i.e. Ni,p ≥ 0 ∀ξ.
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3.1.1.3 B-Spline curves.

As a consequence of what seen above, given the order of a B-Spline and a knot vector,

n basis functions are defined. Now, given n points in R
d, referred to as control points,

by taking the linear combination of the basis functions weighted by the components of

control points, the components of the piece-wise polynomial B-Spline curve C(ξ) of order

p can be obtained:

C(ξ) =

n
∑

i=1

Ni,p(ξ)Bi, (3.4)

being Bi the ith control point.

The piece-wise linear interpolation of the control points is called control polygon.

In Figure 3.4, a cubic 2D B-Spline curve, generated with the basis functions shown in

Figure 3.3, is reported together with its control polygon.

0 2 4 6 8 10
−1

0

1

2

3

4

5

6

Figure 3.4. Piece-wise cubic B-Spline curve (solid line) and its control polygon
(dotted).

It is important to stress that a B-Spline curve has continuous derivatives of order p − 1,

which can be decreased by k if a knot or a control point has multiplicity k + 1.

Moreover, an important property of these curves is the so-called affine covariance, i.e.

an affine transformation of the curve is obtained by applying the transformation to its

control points.

3.1.1.4 B-Spline surfaces.

By means of tensor products, B-Spline surfaces can be constructed starting from a net
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of n × m control points Bi,j (control net) and knot vectors:

Ξ = [ξ1, ..., ξn+p+1] and H = [η1, ..., ηm+q+1].

Defined from the two knot vectors the 1D basis functions Ni,p and Mj,q (with i = 1, ..., n

and j = 1, ..., m) of order p and q respectively, the B-Spline surface is then constructed

as:

S(ξ, η) =

n
∑

i=1

m
∑

j=1

Ni,p(ξ)Mj,q(η)Bi,j . (3.5)

3.1.1.5 B-Spline solids.

By means of tensor products, also B-Spline solids can be constructed. Given an n×m× l

control net and three knot vectors:

Ξ = [ξ1, ..., ξn+p+1], H = [η1, ..., ηm+q+1] and Z = [ζ1, ..., ζl+r+1],

from which the 1D basis functions Ni,p, Mj,q and Lk,r (with i = 1, ..., n, j = 1, ..., m and

k = 1, ..., l) of order p, q and r respectively are defined, the B-Spline solid is then:

S(ξ, η, ζ) =

n
∑

i=1

m
∑

j=1

l
∑

k=1

Ni,p(ξ)Mj,q(η)Lk,l(ζ)Bi,j,k. (3.6)

3.1.2 Non-Uniform Rational B-Splines

A rational B-Spline in R
d is the projection onto d-dimensional physical space of a poly-

nomial B-Spline defined in (d + 1)-dimensional homogeneous coordinate space. For a

complete discussion of these space projections, see Farin [1995] and references therein.

In this way, a great variety of geometrical entities can be constructed and, in particular,

all conic sections can be obtained exactly. The projective transformation of a B-Spline

curve yields a rational polynomial curve. Note that when we refer to the “order” of a

NURBS curve, we mean the order of the polynomial curve from which the rational curve

was generated.

To obtain a NURBS curve in R
d, we start from a set Bw

i (i = 1, ..., n) of control points

(“projective points”) for a B-Spline curve in R
d+1 with knot vector Ξ. Then the control

points for the NURBS curve are:

(Bi)j =
(Bw

i )j

wi
, j = 1, ..., d (3.7)
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where (Bi)j is the jth component of the vector Bi and wi = (Bw
i )d+1 is referred to as

the ith weight. The NURBS basis functions of order p are then defined as:

Rp
i (ξ) =

Ni,p(ξ)wi
∑n

î=1 Nî,p(ξ)wî

(3.8)

and their first and second derivatives are given by:

(Rp
i )′(ξ) =

N ′
i,p(ξ)wi

∑n
î=1 Nî,p(ξ)wî

−
Ni,p(ξ)wi

∑n
î=1 N ′

î,p
(ξ)wî

(
∑n

î=1 Nî,p(ξ)wî)
2

(3.9)

and

(Rp
i )

′′(ξ) =
N ′′

i,p(ξ)wi
∑n

î=1 Nî,p(ξ)wî

+
2Ni,p(ξ)wi(

∑n
î=1 N ′

î,p
(ξ)wî)

2

(
∑n

î=1 Nî,p(ξ)wî)
3

−
2N ′

i,p(ξ)wi

∑n
î=1 N ′

î,p
(ξ)wî + Ni,p(ξ)wi

∑n
î=1 N ′′

î,p
(ξ)wî

(
∑n

î=1 Nî,p(ξ)wî)
2

.

(3.10)

The NURBS curve is defined by:

C(ξ) =
n
∑

i=1

Rp
i (ξ)Bi. (3.11)

Rational surfaces and solids are defined in an analogous way in terms of the basis functions

(respectively)

Rp,q
i,j (ξ, η) =

Ni,p(ξ)Mj,q(η)wi,j
∑n

î=1

∑m
î=1 Nî,p(ξ)Mĵ,q(η)wî,ĵ

(3.12)

and

Rp,q,r
i,j,k (ξ, η, ζ) =

Ni,p(ξ)Mj,q(η)Lk,r(ζ)wi,j,k
∑n

î=1

∑m
î=1

∑l
k̂=1 Nî,p(ξ)Mĵ,q(η)Lk̂,r(ζ)wî,ĵ,k̂

. (3.13)

In the following, we summarize remarkable properties of NURBS:

- NURBS basis functions from an open knot vector constitute a partition of unity,

i.e.
∑n

i=1 Rp
i (ξ) = 1 ∀ξ.

- The continuity and supports of NURBS basis functions are the same as for B-

Splines.

- NURBS possess the property of affine covariance.
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- If all weights are equal, NURBS become B-Splines.

- NURBS surfaces and solids are the projective transformations of tensor product

piece-wise polynomial entities.

3.1.3 Isogeometric Analysis

Hughes et al. [2005] propose the concept of Isogeometric Analysis as an exact geometry

alternative to standard finite element analysis. In the following the guidelines for such a

technique are reported:

- A mesh for a NURBS patch is defined by the product of knot vectors. For example,

in three-dimensions, a mesh is given by Ξ × H × Z.

- Knot spans subdivide the domain into “elements.”

- The support of each basis function consists of a small number of elements.

- The control points associated with the basis functions define the geometry.

- The isoparametric concept is invoked, that is, the unknown variables are repre-

sented in terms of the basis functions which define the geometry. The coefficients

of the basis functions are the degrees-of-freedom, or control variables.

- Three different mesh refinement strategies are possible: analogues of classical h-

refinement (by knot insertions) and p-refinement (by order elevation of the ba-

sis functions), and a new possibility referred to as k-refinement, which increases

smoothness in addition to order.

- The element arrays constructed from isoparametric NURBS can be assembled into

global arrays in the same way as finite elements (see Hughes [2000], Chapter 2).

Compatibility of NURBS patches is attained by employing the same NURBS edge

and surface representations on both sides of patch interfaces. This gives rise to a

standard continuous Galerkin method and mesh refinement necessarily propagates

from patch to patch. There is also the possibility of employing discontinuous

Galerkin methods along patch boundaries.

- Dirichlet boundary conditions are applied to the control variables. If the Dirichlet

conditions are homogeneous, this results in exact pointwise satisfaction. If they

are inhomogeneous, the boundary values must be approximated by functions lying

within the NURBS space, and this results in “strong” but approximate satisfaction

of the boundary conditions, as in finite elements. Another option is to impose

Dirichlet conditions “weakly” (we will discuss this later on). Neumann boundary
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conditions are satisfied naturally as in standard finite element formulations (see

Hughes [2000], Chapters 1 and 2).

When applied to structural analysis, which is the field of interest for the present work, it

is possible to verify (as highlighted in Hughes et al. [2005]) that isoparametric NURBS

patches represent all rigid body motion and constant strain states exactly. So structures

assembled from compatible NURBS patches pass standard “patch tests” (see Hughes

[2000], Chapters 3 and 4, for a description of patch tests).

3.1.4 k-refinement

Isogeometric analysis is fundamentally a higher-order approach. While it is true that the

first two NURBS bases consist of constants and linears, identical in every way to standard

finite elements, it takes at least quadratic-level NURBS to exactly represent conic sec-

tions. Refinement procedures are also fundamental components of NURBS technology.

There are analogues of finite element h- and p-refinement procedures, and a new, poten-

tially more efficient, higher-order procedure, k -refinement (see Hughes et al. [2005]). In

p-refinement, C 0-continuity is maintained across knots (i.e., “element” boundaries). In

k -refinement, continuity of order C p−1 is attained across knots, at least within patches.

The additional smoothness in k -refinement seems intuitively appealing for situations in

which exact solutions are dominantly very smooth, such as free vibrations of structures

and bifurcation buckling of thin beams, plates and shells. k -refinement also offers a

very concise parameterization of smooth functions. The potential efficiency gains of k -

refinement are suggested by the following calculations comparing p- and k -refinement.

First, consider a one-dimensional mesh with n basis functions of order p. Note that the

number of basis functions is equal to the number of control variables, and is also equal

to the number of control points. After r refinements (i.e., order elevations), the number

of basis functions, each of order p + r, is (r + 1)n − rp for p-refinement and n + r for

k -refinement. The growth in the number of control variables is depicted graphically in

Figure 3.5. Next, consider a d-dimensional mesh with nd basis functions. After r refine-

ments, assuming r to be large, the number of basis functions asymptotically approaches

nd(rd + drd−1) for p-refinement and nd(1 + drn−1) for k -refinement. The difference is

seen to be very significant. Graphical comparisons for two and three dimensions are

presented in Figures 3.6 and 3.7, respectively. Keep in mind that the mesh, defined by

the knot locations, is fixed and is the same for p- and k -refinement. See Hughes et al.

[2005] for further details.
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n initial control points

p-reÞnement k-reÞnement
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Figure 3.5. Comparison of control variable growth in one dimension.

n2 initial control points

p-reÞnement k-reÞnement

n rn r

Figure 3.6. Comparison of control variable growth in two dimensions.

n3 initial control points

p-reÞnement k-reÞnement
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Figure 3.7. Comparison of control variable growth in three dimensions.
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3.2 Structural vibrations

The goal of this Section is to briefly recall the main equations governing structural

vibrations; for a complete discussion on the subject refer to Hughes [2000] and to classical

books of structural dynamics such as Clough and Penzien [1993] and Chopra [2001].

Given a multi-degree-of-freedom structural linear system, the undamped, unforced equa-

tions of motion which govern the free vibrations of the system are:

Mü + Ku = 0 (3.14)

where M and K are, respectively, the consistent mass and the stiffness matrices of the

system, u = u(x, t) is the displacement vector and ü =
d2u

dt2
is the acceleration vector.

The free vibrations of the system in its nth natural mode can be described (by variable

separation) by:

u(x, t) = ϕn(x)qn(t), (3.15)

where ϕn is the nth natural mode vector and qn(t) is a harmonic function, depending on

the nth natural frequency ωn, of the form:

qn(t) = An cos(ωnt) + Bn sin(ωnt). (3.16)

Combining equations (3.15) and (3.16) gives:

u(x, t) = ϕn(x)(An cos(ωnt) + Bn sin(ωnt)) (3.17)

which yields:

ü = −ω2
nu. (3.18)

Substituting equation (3.18) into the equations of motion (3.14) gives the following linear

system:

(K − ω2
nM)ϕnqn = 0. (3.19)

Asking for nontrivial solutions of this linear system gives rise to the generalized eigenvalue

problem:

det(K− ω2
nM) = 0, (3.20)

whose solutions are the natural frequencies ωn (with n = 1, ..., N , where N is the number

of degrees-of-freedom of the system) associated to the natural modes ϕn. Once a natural

frequency ωn is found, it is possible to compute the corresponding natural mode by

solving the following linear system for ϕn:

(K − ω2
nM)ϕn = 0. (3.21)
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We remark that the natural modes resulting from (3.21) are defined up to a multiplicative

normalization constant. Different standard ways of normalization have been proposed,

the most used probably being:

ϕT
nMϕn = 1. (3.22)

In conclusion, to employ the concepts of Isogeometric Analysis to study structural vibra-

tions, the steps to be performed are:

1. assemble the stiffness matrix K as proposed in Hughes et al. [2005];

2. assemble the mass matrix M in an analogous way;

3. solve the eigenvalue problem (3.20).

Then, if there exists also an interest in computing the natural modes, it is necessary to

solve as many linear systems like (3.21) as the desired modes are.

3.3 Longitudinal vibrations of an elastic rod

In this and in the following Section, we study 1D problems such as of rod and beam

element vibrations. We stress that for these cases, due to the simplicity of the geometry,

all of the weights are equal to 1 (i.e., NURBS basis functions become B-Splines).

To begin with, we study the problem of the structural vibrations of an elastic fixed-

fixed rod of unit length, whose natural frequencies and modes, assuming unit material

parameters, are governed by:

u,xx + ω2u = 0 for x ∈]0, 1[

u(0) = u(1) = 0,
(3.23)

and for which the exact solution in terms of natural frequencies is:

ωn = nπ, with n = 1, 2, 3... (3.24)

After writing the weak formulation and performing the discretization, a problem of the

form of (3.19) is obtained.



Advanced computational techniques for the study of traditional and innovative seismic devices 23

3.3.1 Numerical experiments

As a first numerical experiment, the generalized eigenproblem (3.19) is solved with both

finite elements and isogeometric analysis using quadratic basis functions. The resulting

natural frequencies, ωh
n, are presented in Figure 3.8, normalized with respect to the exact

solution (3.24), and plotted versus the mode number, n, normalized by the total number

of degrees-of-freedom, N . To produce the spectra of Figure 3.8, we use N = 999 but the

results are in fact independent of N.
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Figure 3.8. Fixed-fixed-rod. Normalized discrete spectra using quadratic finite
elements and NURBS.

Figure 3.8 illustrates the superior behaviour of NURBS basis functions compared with

finite elements. In this case, the finite element results depict an acoustical branch for

n/N < 0.5 and an optical branch for n/N > 0.5 (see Brillouin [1953]).

We then perform the same eigenvalue analysis using higher-order NURBS basis functions.

The resulting spectra are presented in Figure 3.9; the analyses were carried out using

N = 1000 degrees-of-freedom.

Increasing the order, p, of the basis functions, the results show higher accuracy, namely,

2p (see Appendix A for the computation of the order of accuracy using quadratic and

cubic NURBS). Figures 3.11-3.13 confirm that the order of convergence for frequencies

computed using NURBS is O(h2p), as with polynomial-based finite elements. Increasing

p also results in the appearance of strange frequencies at the very end of the spectrum,

referred to in the following as “outlier frequencies” (in analogy with outlier values in sta-

tistics, see, e.g., Montgomery et al. [2003]), whose number and magnitude increase with
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Figure 3.9. Fixed-fixed rod. Normalized discrete spectra using different order
NURBS basis functions.

p. In Figure 3.10, this behaviour is highlighted by plotting the last computed frequen-

cies for p = 2, ..., 10. To understand the outliers, we first remark that the finite element

spectrum for quadratic elements consists of acoustic (low-mode) and optical (high-mode)

branches, in the sense of Brillouin [1953]. Both these branches are continuous as may

be seen from Figure 3.8. There are only two distinct equations in the discrete system,

corresponding to element middle and end nodes, and this gives rise to the two branches.

In the case of NURBS, all but a finite number of equation are the same. The ones asso-

ciated with the open knot vectors are different, and are responsible for the outliers. The

outliers constitute a discrete optical branch. The typical equation of the interior knots

gives rise to the continuous acoustic branch, as will be analytically verified in the next

Section. In finite element analysis, the frequencies associated with the optical branch

are regarded as inaccurate and, obviously, the same is true for NURBS. In many appli-

cations, these frequencies are harmless. They can be ignored in vibration analysis and

their participation in transient response can be suppressed through the use of dissipative,

implicit time integration algorithms (see, e.g., Chung and Hulbert [1993], Miranda et al.

[1989], Hilber and Hughes [1978], Hughes et al. [1976], and Hughes [2000]). However,

they would be detrimental in explicit transient analysis because the frequencies of the

highest modes are grossly overestimated and stability would necessitate an unacceptably

small time step, but it will be shown in the next Section how to completely eliminate the

outliers by a reparameterization of the isogeometric mapping.

3.3.2 Analytical determination of the discrete spectrum

Following the derivations of Hughes [2000], Chapter 9, it is possible to analytically com-

pute the discrete spectra previously determined numerically. The starting point is the



Advanced computational techniques for the study of traditional and innovative seismic devices 25

0.992 0.994 0.996 0.998 1
1

1.5

2

2.5

3

3.5

4

4.5

n/N

ω
nh
/ω

n

p=2
p=3
p=4
p=5
p=6
p=7
p=8
p=9
p=10

Figure 3.10. Fixed-fixed rod. Last normalized frequencies for p = 2, ..., 10.

1 1.1 1.2 1.3 1.4 1.5 1.6
−6.5

−6

−5.5

−5

−4.5

−4

−3.5

−3

−2.5

−2

−1.5

log
10

(n
el

)

lo
g

1
0
(ω

h n
/ω

n
−

1
)

n = 1
n = 2
n = 3

1 

4 

Figure 3.11. Fixed-fixed rod. Order of convergence for the first three frequencies
using quadratic NURBS.

mass and stiffness matrices for a typical interior element (note that, for interior elements,

the basis functions are all identical). For quadratic NURBS, the mass and stiffness of a

typical interior element are:

Me =
h

120







6 13 1

13 54 13

1 13 6






, Ke =

1

6h







2 −1 −1

−1 2 −1

−1 −1 2






, (3.25)

where h = 1/nel = 1/(N − p), nel is the number of elements, N is the number of control

points, and p = 2 is the order of the basis functions. The equation of motion for the
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Figure 3.12. Fixed-fixed rod. Order of convergence for the first three frequencies
using cubic NURBS.
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Figure 3.13. Fixed-fixed rod. Order of convergence for the first three frequencies
using quartic NURBS.

typical interior control point, A, is:

h

120
(üA−2 + 26üA−1 + 66üA + 26üA+1 + üA+2)

−
1

6h
(uA−2 + 2uA−1 − 6uA + 2uA+1 + uA+2) = 0,

(3.26)

which can be compactly written as:

h2

20
αüA − βuA = 0, (3.27)

where α and β are operators defined as follows:

αxA = xA−2 + 26xA−1 + 66xA + 26xA+1 + xA+2,

βxA = xA−2 + 2xA−1 − 6xA + 2xA+1 + xA+2.
(3.28)
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Separating variables,

uA(t) = ϕAq(t), (3.29)

and substituting this expression into (3.27), after adding and subtracting
(ωhh)2

20
αuA,

we obtain:

(q̈ + (ωh)2q)
h2

20
αϕA − (

(ωhh)2

20
αϕA + βϕA)q = 0. (3.30)

The satisfaction of (3.30) is achieved by selecting ϕA and q such that:

(
(ωhh)2

20
α + β)ϕA = 0 (3.31)

and

q̈ + (ωh)2q = 0. (3.32)

Assuming a solution for (3.31) of the form (for fixed-fixed boundary conditions):

ϕA = C sin(Aωh), ω = nπ, (3.33)

(3.31) can be rewritten as:

(
(ωhh)2

20
α + β) sin(Aωh) = 0. (3.34)

Substituting expressions (3.28) for α and β, and using the trigonometric identity sin(a±
b) = sin(a) cos(b) ± sin(b) cos(a), yields:

(ωhh)2

20
(16 + 13 cos(ωh) + cos2(ωh)) − (2 − cos(ωh) − cos2(ωh)) = 0, (3.35)

which can be solved for
ωh

ω
, giving:

ωh

ω
=

1

ωh

√

20(2 − cos(ωh) − cos2(ωh))

16 + 13 cos(ωh) + cos2(ωh)
. (3.36)

Equation (3.36) is the analytical expression for the normalized discrete spectrum for

our problem, using quadratic NURBS basis functions. Analogous calculations can be

performed for higher-order approximations. The expression for cubic NURBS is:

ωh

ω
=

1

ωh

√

42(16 − 3 cos(ωh) − 12 cos2(ωh) − cos3(ωh))

272 + 297 cos(ωh) + 60 cos2(ωh) + cos3(ωh)
. (3.37)

In Figure 3.14 we present the analytical and numerical spectra for quadratic and cu-

bic NURBS. For the computation of the numerical spectra, 2000 control points were
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Figure 3.14. Fixed-fixed rod. Comparison of analytical and numerical discrete
spectra computed for quadratic and cubic NURBS.

employed. The only differences are the outlier frequencies at the end of the numerical

spectrum obtained for cubic NURBS.

Remark 3.4.1. Equations (3.36) and (3.37), and Figure 3.14, confirm that the contin-

uous part of the NURBS frequency spectra are invariant, that is, are independent of the

number of degrees-of-freedom.

Remark 3.4.2. All the numerical results described up to now have been obtained

using control points computed with the procedure proposed by Hughes et al. [2005],

which leads to linear parameterization (i.e., constant Jacobian determinant). The results

obtained are seen to be very good, except for the outliers, which get progressively worse

for higher-order approximations. A way to avoid this behaviour is to employ uniformly-

spaced control points. The difference between a distribution of 21 control points in the

case of linear parameterization and of uniformly-spaced points, using cubic NURBS, is

presented in Figure 3.15. This choice corresponds to a nonlinear parameterization (see

Figure 3.16 and 3.17 for plots of the parameterization x(ξ) and its Jacobian J(ξ) =
dx(ξ)

dξ
for the cases in Figure 3.15). Figure 3.18 presents spectra computed using uniformly-

spaced control points. The outlier frequencies are eliminated and the continuous spectra

coincide with the ones computed analytically and presented previously in Figure 3.14 for

quadratic and cubic NURBS.

Remark 3.4.3. In this work, consistent mass is emphasized because it seems more

suitable than lumped mass when higher-order approximations are involved. However,

some preliminary tests were performed with a “row sum” lumped mass (see Hughes
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Figure 3.15. Control points for linear parameterization (dots) compared with
uniformly-spaced control points (asterisks) for cubic NURBS.
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Figure 3.16. Plot of the parameterization for the cases of uniformly-spaced control
points and linear parameterization (cubic NURBS, 21 control points).

[2000], Chapter 7). This approach proves satisfactory for some low-order finite elements

but it is incapable of maintaining full accuracy in the present context (see Figure 3.19).

In all cases, accuracy is limited to second-order. Analytical and numerical lumped mass

results for quadratic and cubic NURBS are presented in Appendix A. Despite these

negative results, we do not think the issue of lumped mass and NURBS is closed. There

may be ways to develop higher-order accurate lumped mass matrices. Inspiration may

be taken from the work of Fried and Malkus [1976]. Perhaps nonlinear parameterizations

and nonuniform knot distributions, in conjunction with a lumping scheme, are worthwhile

directions to explore. This seems to be an interesting problem of applied mathematics

with practical significance.

3.4 Transverse vibrations of a Bernoulli-Euler beam

The transverse vibrations of a simply-supported, unit length Bernoulli-Euler beam are

considered (see Hughes [2000], Chapter 7). For this case, the natural frequencies and

modes, assuming unit material and cross-sectional parameters, are governed by:

u,xxxx − ω2u = 0 for x ∈]0, 1[

u(0) = u(1) = u,xx(0) = u,xx(1) = 0,
(3.38)
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Figure 3.18. Fixed-fixed rod. Normalized discrete spectra using uniformly-spaced
control points. (These results are identical to those presented in Figure 3.9 except
the outliers have been eliminated.)

where

ωn = (nπ)2, with n = 1, 2, 3, ... (3.39)

3.4.1 Numerical experiments

The numerical experiments and results for the Bernoulli-Euler beam problem are anal-

ogous to the ones reported for the rod. A remark about the formulation is in order

before presenting the results. The classical beam finite element employed to solve prob-

lem (3.38) is a two-node Hermite cubic element with two degrees-of-freedom per node

(transverse displacement and rotation), whereas our isogeometric analysis formulation is

rotation-free (see, for example, Engel et al. [2002]). Later in this Section we will discuss
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Figure 3.19. Fixed-fixed rod. Normalized discrete spectra using different order
NURBS basis functions with “row sum” lumped mass matrices.

the problem of the imposition of rotation boundary conditions.

Discrete spectra obtained using classical cubic finite element and NURBS basis functions

are presented in Figure 3.20. The NURBS solution is significantly more accurate but two

outlier frequencies are present at the end of the spectrum.
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Figure 3.20. Simply-supported beam. Normalized discrete spectra using cubic
finite elements and NURBS.

Figure 3.21 presents the discrete spectra obtained using different order NURBS basis

functions. The behaviour is similar to the case of the rod, including the outlier frequencies

(see Figure 3.22). Note that quadratic NURBS are admissible in the present context

because they are C1-continuous on patches. Slope continuity may be weakly enforced

across patch boundaries by way of the technique described in Engel et al. [2002]. There
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are no outliers for quadratic NURBS but the accuracy level is rather poor compared with

cubics.
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Figure 3.21. Simply-supported beam. Normalized discrete spectra using different
order NURBS basis functions.
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Figure 3.22. Simply-supported beam. Last normalized frequencies for p = 2, ..., 10.

Figures 3.23-3.25 show that the order of convergence of frequencies using NURBS is

optimal, that is O(h2(p−1)).

The analytical computation of the discrete spectrum, performed previously for the rod

problem, can also be done in the present case. Employing cubic NURBS shape functions,

for example, gives rise to the following expression:

ωh

ω
=

1

ωh2

√

210(2 − 3 cos(ωh) + cos3(ωh))

272 + 297 cos(ωh) + 60 cos2(ωh) + cos3(ωh)
. (3.40)
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Figure 3.23. Simply-supported beam. Order of convergence for the first three
frequencies using quadratic NURBS.
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Figure 3.24. Simply-supported beam. Order of convergence for the first three
frequencies using cubic NURBS.

The analytical and numerical discrete spectra for cubic and quartic approximations are

compared in Figure 3.26. For the computation of the numerical discrete spectra, 2000

control points were used. The only differences are in the outlier frequencies at the end of

the numerical discrete spectra. As previously shown for the rod problem, the outliers can

be removed by nonlinear parameterization derived from a uniformly-spaced distribution

of control points. In this way, the discrete spectra of Figure 3.27 are obtained, which

coincide with the analytically computed ones.

3.4.2 Boundary conditions on rotations

The Bernoulli-Euler beam formulation employed is “rotation-free,” that is, only displace-

ments are degrees-of-freedom. Rotations (i.e., slopes) can be computed as derivatives of
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Figure 3.25. Simply-supported beam. Order of convergence for the first three
frequencies using quartic NURBS.
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Figure 3.26. Simply-supported beam. Analytical and numerical discrete spectra
computed using cubic and quartic NURBS.

displacement but are not degrees-of-freedom. To illustrate the method utilized to enforce

rotation boundary conditions, we consider the following problem of a cantilever beam:

u,xxxx − ω2u = 0 for x ∈]0, 1[

u(0) = u,x(0) = u,xx(1) = u,xxx(1) = 0,
(3.41)

The natural frequencies are (see Chopra [2001]) ωn = β2
n, with β1 = 1.8751, β2 = 4.6941,

β3 = 7.8548, β4 = 10.996, and βn = (n− 1/2)π for n > 4. Two strategies were employed

to solve this problem. One is based on weak boundary condition imposition and the

other on Lagrange multipliers. The former is the approach used in Engel et al. [2002].

In this case, the bilinear form, from which the stiffness matrix derives, is given by:

A(vh, uh) =

∫ 1

0

vh
,xxuh

,xxdx + vh
,xuh

,xx|x=0 + vh
,xxuh

,x|x=0 + τvh
,xuh

,x|x=0, (3.42)
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Figure 3.27. Simply-supported beam. Normalized discrete spectra using equally
spaced control points. (These results are identical to those presented in Figure 3.21
except the outliers are eliminated.)

where vh and uh are the discrete weighting and trial solution, respectively, and τ is

a stabilization parameter. Analogous to what is done in Prudhomme et al. [2001] for

the Poisson problem, it can be shown that the choice of τ needs to be proportional to

p2/h, where p is the order of the NURBS basis and h is the mesh parameter. With this

formulation, the cantilever beam problem (3.41) is solved, and corresponding discrete

spectra for different order NURBS are shown in Figure 3.28 (1000 control points and

τ = p2/h are used). Figure 3.28 shows the same behaviour seen in Figure 3.21 for the

simply-supported case.
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Figure 3.28. Cantilever beam with weakly enforced rotation boundary condition.
Normalized discrete spectra using different order NURBS basis functions.

The other way to enforce rotation boundary conditions is through Lagrange multipliers.
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In this case the bilinear form is:

A(vh, µ, uh, λ) =

∫ 1

0

vh
,xxuh

,xxdx + λvh
,x|x=0 + µuh

,x|x=0, (3.43)

where λ is the Lagrange multiplier and µ is its weighting counterpart. The advantage

of the Lagrange multiplier approach is that the rotation boundary condition is exactly

enforced. Results for the Lagrange multiplier approach are presented in Figure 3.29. For

all practical purposes, the results of the two approaches are the same (cf., Figures 3.28

and 3.29).
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Figure 3.29. Cantilever beam with Lagrange multiplier. Normalized discrete spec-
tra using different order NURBS basis functions.

3.5 Transverse vibrations of an elastic membrane

In this Section and in the next one, we present some numerical experiments for two-

dimensional counterparts of the rod and Bernoulli-Euler beam problems considered previ-

ously, namely, the transverse vibrations of an elastic membrane and transverse vibrations

of a Poisson-Kirchhoff plate, respectively.

The first problem we consider consists of the study of the transverse vibrations of a

square, elastic membrane, whose natural frequencies and modes, assuming unit tension,

density and edge length, are governed by:

∇2u(x, y) + ω2u(x, y) = 0, (x, y) ∈ Ω =]0, 1[×]0, 1[

u(x, y)|∂Ω = 0,
(3.44)

where ∇2 is the Laplace operator. The exact natural frequencies are (see, e.g., Meirovitch

[1967]):

ωmn = π
√

m2 + n2, m, n = 1, 2, 3... (3.45)
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The numerical results are qualitatively similar to the ones obtained in the study of the

one-dimensional problems. The normalized discrete spectra obtained employing different

order NURBS basis functions and using a linear parameterization over a 90× 90 control

net are presented in Figure 3.30. Note that l is the number of modes sorted from the

lowest to the highest in frequency, while N is the total number of degrees-of-freedom.

Figure 3.31 shows the lower half of the frequency spectra to highlight the accuracy of

the different approximations. The optical branches seen in Figure 3.30 can again be

eliminated by a uniformly-spaced control net, as shown in Figure 3.32.
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Figure 3.30. Square membrane. Normalized discrete spectra using different or-
der NURBS basis functions (90 × 90 control points). Note the presence of optical
branches.

3.6 Transverse vibrations of a Poisson-Kirchhoff plate

We now consider the transverse vibrations of a simply-supported, square plate governed

by Poisson-Kirchhoff plate theory. The natural frequencies and modes, assuming unit

flexural stiffness, density and edge length, are governed by the biharmonic problem:

∇4u(x, y) − ω2u(x, y) = 0 for (x, y) ∈ Ω =]0, 1[×]0, 1[

u(x, y)|∂Ω = 0,
(3.46)

for which the exact solution natural frequencies (see, e.g., Meirovitch [1967]) are:

ωmn = π2(m2 + n2), m, n = 1, 2, 3... (3.47)

For this case, as for the Bernoulli-Euler beam, the NURBS formulation results in a
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Figure 3.31. Square membrane. Detail of the low-frequency part of the normalized
discrete spectra.

rotation-free approach. The boundary conditions on rotations can be imposed in similar

fashion to the way described for the beam (see Engel et al. [2002] for further details).

The numerical results are similar to the ones obtained for the elastic membrane. In Figure

3.33, the normalized discrete spectra using a linear parameterization and a 90×90 control

net are presented. Figure 3.34 shows a detail of the lower-frequency part. The y-axis

of Figure 3.33 is cut off at a value of 1.4 because the outlier frequencies for the highest-

order approximations would make the remaining part of the plot completely unreadable.

Figure 3.35 shows the spectra obtained employing a uniformly-spaced control net.

3.7 Vibrations of a clamped thin circular plate using three-dimensional

solid elements

Hughes et al. [2005] have shown that higher-order three-dimensional NURBS elements

could be effectively utilized in the analysis of thin structures. In this Section we consider

the vibrations of a clamped, thin circular plate modeled as a three-dimensional solid. A

coarse mesh, but one capable of exactly representing the geometry, is utilized and the

order of the basis functions is increased by way of the k -refinement strategy (see Hughes

et al. [2005]). The exact Poisson-Kirchhoff solution for this problem, given, for example,

in Meirovitch [1967], is

ωmn = C2
mn

π2

R2

√

D

ρt
[rad/s], (3.48)
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Figure 3.32. Square membrane. Normalized discrete spectra using a uniformly-
spaced control net. Note, the optical branches of Figure 3.30 are eliminated.

where R is the radius of the plate, t is the thickness, D =
Et3

12(1 − ν2)
is the flexural

stiffness (E and ν are Young’s modulus and Poisson’s ratio, resp.) and ρ is the density

(mass per unit volume). For the first three frequencies, the values of the coefficients Cmn

are C01 = 1.015, C11 = 1.468 and C02 = 2.007. The data for the problem are presented

in Table 3.1. Note that, because the radius to thickness ratio is 100, the plate may be

considered thin, and the results of Poisson-Kirchhoff theory may be considered valid.

Table 3.1. Clamped circular plate. Geometric and material parameters.

R 2.000 [m]

t 0.020 [m]

E 30·106 [KN/m2]

ν 0.200 [–]

ρ 2.320 [KN s/m4]

The initial control net consists of 9 × 4 × 3 control points in the θ, r, and z directions,

respectively, and quadratic approximations in all the parametric directions are employed.

Figure 3.36 shows the mesh, consisting of eight elements within a single patch. The nu-

merical results are compared with the exact solution in Table 3.2, where p, q and r are the

orders of the basis functions in the circumferential, radial and vertical directions, respec-

tively. Figures 3.37-3.39 show the first three eigenmodes (computed using p = 4, q = 5,
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Figure 3.33. Poisson-Kirchhoff plate. Normalized discrete spectra using different
order NURBS basis functions (90× 90 control points). Note the presence of optical
branches.

r = 2), which are in qualitative agreement with the ones depicted in Meirovitch [1967].

The relative errors (i.e., (ωh − ω)/ω) for these cases are, respectively, 0.0054, 0.00027,

and 0.0012.

Table 3.2. Clamped circular plate. Numerical results compared with the exact
solution.

p q r ω01 [rad/s] ω11 [rad/s] ω02 [rad/s]

2 2 2 138.133 1648.800 2052.440

2 3 2 56.702 267.765 276.684

3 3 2 56.051 126.684 232.788

3 4 2 54.284 124.417 212.451

4 4 2 54.284 113.209 212.451

4 5 2 54.153 112.700 210.840

exact 53.863 112.670 210.597
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Figure 3.34. Poisson-Kirchhoff plate. Detail of the low-frequency part of the nor-
malized discrete spectra.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
1

1.05

1.1

1.15

1.2

1.25

1.3

1.35

1.4

l/N

ω
lh
/ω

l

p=3, q=3

p=4, q=4

p=5, q=5

p=6, q=6

Figure 3.35. Poisson-Kirchhoff plate. Normalized discrete spectra using a
uniformly-spaced control net. Note, the optical branches of Figure 3.33 are elimi-
nated.

Figure 3.36. Clamped circular plate. Eight element mesh.
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Figure 3.37. Clamped circular plate. Eigenmode corresponding to ω01.

Figure 3.38. Clamped circular plate. Eigenmode corresponding to ω11.

Figure 3.39. Clamped circular plate. Eigenmode corresponding to ω02.
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3.8 NASA Aluminum Testbed Cylinder

Comparison studies between computational and experimental results are often humbling

to analysts and experimentalists alike. Occasionally, large discrepancies occur. Some-

times, through careful reanalysis and/or careful re-experimentation, the root cause of

the discrepancies can be identified but this is not always the case. Differences in “as-

built” and “as-drawn” geometries, and ambiguities concerning material properties and

boundary conditions, often make precise correlation impossible. In addition, errors can

obviously be made in analysis. The same is true in experimentation. Nevertheless,

comparison between calculations and experimental tests is fundamentally important in

engineering. Here we compare frequencies calculated for exact, “as-drawn” models of

structures for which considerable experimental data are available.

The NASA Aluminum Testbed Cylinder (ATC) is shown in Figures 3.40 and 3.41. An

isogeometric model (see Figure 3.42) was constructed from design drawings. There are

three distinct members composing the framework (see Figure 3.43): nine identical main

ribs (see Figures 3.44-3.48); twenty-four identical, prismatic stringers (see Figure 3.49);

and two end ribs, which are mirror images of each other (see Figures 3.50-3.53). Note

that every geometrical feature is exactly represented in the model. It is also interesting

to note that control nets amount to a typical trilinear hexahedral mesh (see Figures 3.48

and 3.53). This suggests the possibility that hexahedral finite element mesh generators

(see, e.g., CUBIT Blacker [1994]) may be useful in building isogeometric NURBS models.

The stringer–main rib and stringer–end rib junctions are shown in Figures 3.54 and 3.55,

respectively. Note that there are gaps between the stringer and the ribs in the notch

regions. Experimental vibration data has been obtained for a typical isolated stringer,

a typical isolated main rib, the frame assembly, and the frame and skin assembly (see

Grosveld et al. [2002]; Buehrle et al. [2000]; Couchman et al. [2003] for details and refer-

ence computational results). Calculations were performed of each of the corresponding

isogeometric models. The Arnoldi Package (see ARPACK [1999]) eigensolver was used in

the calculations of the individual components of the ATC, while the Automated Multi-

Level Substructuring (AMLS) eigensolver (see Benninghof and Lehoucq [2004]) was used

in the calculations of the framework and the full ATC structure.
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Figure 3.40. NASA Aluminum Testbed Cylinder (ATC). Frame and skin.

Figure 3.41. NASA ATC. Frame only.

Figure 3.42. NASA ATC frame and skin: Isogeometric model.
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Figure 3.43. NASA ATC frame: Isogeometric model.

Typical 15¡ segment

Figure 3.44. NASA ATC. Isogeometric model of the main rib.

Figure 3.45. NASA ATC. Typical 15◦ segment of the main rib. Mesh 1, the coarsest
mesh, encapsulates the exact geometry.
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Figure 3.46. NASA ATC. Typical 15◦ segment of the main rib. Mesh 2. Knot
insertion has been used selectively to help even out the aspect ratios of elements
making Mesh 2 more uniform and suitable for analysis.

Figure 3.47. NASA ATC. Typical 15◦ segment of the main rib. Mesh 3. Further
refinement may be necessary to resolve the solution, as is the case with standard
finite element analysis, but the geometry is never altered as the mesh is refined.

Figure 3.48. NASA ATC. Detail of the “notch” region in the main rib. The control
net is on the left and the exact geometry is on the right.
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Figure 3.49. NASA ATC. Isogeometric model of the longitudinal stringer. Sample
meshes.

Figure 3.50. NASA ATC. Typical 15◦ segment of an end rib. Mesh 1 (coarsest
mesh).

Figure 3.51. NASA ATC. Typical 15◦ segment of an end rib. Mesh 2.

Figure 3.52. NASA ATC. Typical 15◦ segment of and end rib. Mesh 3.
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Figure 3.53. NASA ATC. Detail of the “notch” region in an end rib. The control
net is on the left and the exact geometry is on the right.

Figure 3.54. NASA ATC. Stringer–main rib junction.

Figure 3.55. NASA ATC. Stringer–end rib junction.
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Frequency results for the stringer are presented in Figure 3.56 and the first three bend-

ing modes are depicted in Figure 3.57. The results shown are from analysis of a single

patch with one rational quadratic element in the thickness, nine rational quadratic el-

ements through the cross-section (the smallest number capable of exactly representing

the geometry), and sixteen C5 rational sextic (p = 6) elements in the longitudinal di-

rection. The resulting 144 element module has a total of 11,286 degrees of freedom.

Other combinations of polynomial order, continuity and mesh size in the longitudinal

direction are investigated. Higher-order, smooth meshes provide the most accuracy per

degree-of-freedom but the overall run-time inevitably suffers if the polynomial order is

raised indefinitely.

The main rib frequency results are presented in Figure 3.58. The “coarse mesh” (not

shown) is comprised of twenty-four identical but rotated 15◦ sections, each comprised

of six NURBS patches. Rational quadratic elements are used throughout. The full

mesh for an individual rib has 34,704 degrees-of-freedom. Both h- and p-refinement are

investigated for the reasons described below. In all cases, the results converge to the fine

mesh results in Figure 3.58.

The isolated main rib is the only case in which some of the numerically calculated fre-

quencies are smaller than the experimental results. The fine mesh results fall below the

coarse mesh results which for theoretical reasons must occur (see, e.g., Strang and Fix

[1973]). The average error for the first eight modes is larger for the fine mesh than the

coarse mesh, a somewhat surprising result. Due to the upper bound property of frequen-

cies in our formulation, and the fact that our model is geometrically exact in the sense of

the design drawings, we surmise there is some discrepancy between the drawings and the

as-built configuration, or some other discrepancy between the experimental configuration

and our model. Nevertheless, the correlation is still reasonable. Further study is needed

to determine the cause of the differences. Selected modes shapes for the fine mesh are

shown in Figures 3.59 and 3.60.
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Figure 3.56. NASA ATC. Comparison of numerical and experimental frequency
results for the longitudinal stringer.
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Figure 3.57. NASA ATC. Selected calculated mode shapes for the stringer. Three
lowest x-z modes.
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Figure 3.58. NASA ATC. Comparison of numerical and experimental frequency
results for the main rib.
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Side view

Top view

Side view

Top view

Side view

Top view

Figure 3.59. NASA ATC. Computed mode shapes for the main rib. First three
out-of-plane modes.
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Side view

Top view

Side view

Top view

Side view

Top view

Figure 3.60. NASA ATC. Computed mode shapes for the main rib. First three
in-plane modes.
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Frequency results for the frame assembly are presented in Figures 3.61 and 3.62. As for

the case of the isolated stringer, the numerical results lie above the experimental results.

The first bending and torsional modes of the frame assembly are shown in Figures 3.63-

3.66. A detail of the deformation pattern in the vicinity of a main rib-stringer junction for

the first torsional mode of the frame assembly is shown in Figure 3.64. A mesh of 112,200

rational quadratic elements and 1,281,528 degrees-of-freedom is used for the analysis

shown. One could reduce the number of degrees-of-freedom significantly by exploiting

rotational symmetry and modeling only 1/24 of the frame assembly (as others have

done, see Couchman et al. [2003]), but part of the goal of this work is to demonstrate the

feasibility of modeling an entire real structure of engineering interest using isoparametric

NURBS elements, and so no such simplifications are employed.
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Figure 3.61. NASA ATC. Comparison of numerical and experimental frequency
results for the frame assembly.
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Figure 3.62. NASA ATC. Relative frequency error for the frame assembly.
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Figure 3.63. NASA ATC. Calculated first torsional mode for the frame assembly;
side view. The color contours represent the vertical displacement.

Figure 3.64. NASA ATC. Detail of first torsional mode for the frame assembly;
stringer–main rib junction.



Advanced computational techniques for the study of traditional and innovative seismic devices 55

Figure 3.65. NASA ATC. Calculated first torsional mode for the frame assembly;
end view. The color contours represent the vertical displacement.

Figure 3.66. NASA ATC. Calculated first bending mode for the frame assembly.
The color contours represent the vertical displacement.



56 Alessandro Reali

Results for the frame and skin assembly are presented in Figures 3.67 and 3.68. Once

again, the numerical results lie above the experimental results. The first two modes are

shown in Figures 3.69-3.71. The mesh consists of 228,936 rational quadratic elements

and 2,219,184 degrees-of freedom.
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Figure 3.67. NASA ATC. Comparison of numerical and experimental frequency
results for the frame and skin assembly.
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Figure 3.68. NASA ATC. Relative frequency error for the frame skin assembly.
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Figure 3.69. NASA ATC. Calculated first Rayleigh mode of the frame and skin
assembly. The color contours represent the ovalization of the assembly.

x-displacement
x

y

z

Figure 3.70. NASA ATC. Calculated first Love mode of the frame and skin assem-
bly. The color contours represent the ovalization of the assembly.
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Figure 3.71. NASA ATC. Calculated first Love mode of the frame and skin assem-
bly. The color contours represent the axial displacement of the assembly.

3.9 Conclusive considerations

In this Chapter the recently introduced concept of Isogeometric Analysis has been applied

to the study of structural vibrations.

After a review of some basics of Non-Uniform Rational B-Splines and of the main ideas of

Isogemetric Analysis, the determination of the structural frequencies for different prob-

lems has been performed.

In particular one-dimensional problems, like rods and beams, and two-dimensional ones,

like membranes and plates, have been studied.

The method has shown very good results in all these cases and a superior behaviour

when compared with analogous classical finite element results.

Another investigated issue has been the possibility of developing, in a natural way, one-

and two-dimensional rotation-free thin bending elements. The problem of the imposition

of boundary conditions on rotations both weakly and with Lagrange multipliers has been

discussed for one-dimensional rotation-free elements.

Then, the exact geometry property of the method has been tested on a three-dimensional

circular problem. In this example, the capability of the method of studying thin bending

structures (a plate in this case) by means of 3D solid elements has also been tested,

obtaining again good results. Finally, Isogeometric Analysis has been employed to study

a geometrically complicated real problem, the NASA Aluminium Testbed Cylinder, for

which experimental modal results were available for single members as well as for the

whole structure. The good agreement between numerical and experimental results has

highlighted the great potential of the method.
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As a conclusion, we remark that, since all of these preliminary results have shown that

this technique could be an important tool in the framework of structural vibration study,

more research in this context is needed for the future. Some interesting issues could be

deeper studies on different parametrizations (in particular to avoid the appearance of

what have been called “outlier frequencies”, i.e. spectrum “optical” branches) and on

lumped mass formulations.





4. SHAPE MEMORY ALLOYS FOR
EARTHQUAKE ENGINEERING: APPLICATIONS

AND MODELING

In this Chapter we deal with shape memory alloys (SMAs) and their applications and

modeling in the field of earthquake engineering.

The Chapter is divided into two main parts. In the first one we introduce SMAs and

report a review of the state-of-the-art of studies and applications of these smart alloys

in earthquake engineering (the interested reader may refer to Auricchio [1995] for more

details on SMAs and, in particular, to Fugazza [2003] and to Wilson and Wesolowsky

[2005] for a complete review of the state-of-the-art of SMAs for seismic applications).

In the second part of the Chapter a new contribution to the research field of SMA con-

stitutive modeling is proposed: a phenomenological 3D model describing stress-induced

solid phase transformation with permanent plasticity is presented and validated through

a number of numerical experiments.

4.1 Shape memory alloys

Buehler and Wiley developed in the 1960s a series of nickel-titanium alloys, with a nickel

weight composition of 53-57%, exhibiting a very interesting effect: severely deformed

specimens of that alloy, with residual strain of 8-15%, recovered their original shape af-

ter a thermal cycle. Such an effect was referred to as the shape-memory effect and the

alloys able to produce it were called shape memory alloys. It was later found that at

sufficiently high temperatures such materials also possess the property of superelasticity

(or pseudoelasticity), i.e. the property of recovering large deformations during loading-

unloading cycles at constant temperature. Due to these distinctive macroscopic behav-

iours, not typical of traditional materials, SMAs have become the basis for a number of

innovative applications, in many fields of engineering as biomechanics and aeronautics,

as well as in earthquake engineering, where they can be successfully employed in devices

for protecting buildings from structural vibrations.
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4.1.1 General aspects

The peculiar properties of SMAs are related to reversible martensitic phase transfor-

mations, i.e. solid-to-solid diffusionless processes between a crystallographically more-

ordered phase (referred to as austenite) and a crystallographically less-ordered one (re-

ferred to as martensite). Austenite is typically stable at lower stresses and higher tem-

peratures, while martensite is stable at higher stresses and lower temperatures. These

transformations can be thermal- or stress-induced (cf. Duerig et al. [1990]; Van Hum-

beeck [1999a]).

At relatively high temperatures a SMA is in its austenitic state and, when cooled, un-

dergoes a transformation to its martensitic state. The austenite phase is characterized

by a cubic crystal structure, while the martensite phase has a monoclinic (orthorom-

bic) crystal structure. The transformation from austenite to martensite occurs through

a displacive distortion process, which does not imply, however, macroscopic changes in

the shape of the specimen. This is because several differently oriented plates of marten-

site (generally called variants) form within a single grain of austenite. The martensite

variants are arranged in self-accomodating groups at the end of the thermal-induced

transformation, thus keeping unchanged the specimen shape.

In a stress-free state, there are four transformation temperatures defining a SMA: Ms and

Mf (Ms > Mf) on cooling and As and Af (As < Af ) on heating. Ms and Mf are the

temperatures defining, respectively, the beginning and the end of the transformation from

austenite into martensite, while As and Af are the temperatures defining, respectively,

the beginning and the end of the inverse transformation.

4.1.1.1 Shape-memory effect and superelasticity.

When an unidirectional stress is applied to a martensitic specimen (see Figure 4.1), there

exists a critical value whereupon the detwinning process of the martensitic variants takes

place (cf. Duerig et al. [1990]). This process consists in the spatial re-orientation of

the original martensitic variants, i.e. if there is a preferred direction for the occurrence

of the transformation, often associated with a state of stress, only the most favorable

variant is formed. The product phase is then termed single-variant martensite and it

is characterized by a detwinned structure. During such a process, the stress remains

practically constant until the martensite is fully detwinned (theoretically having a single

variant aligned with the strain direction). Further straining causes the elastic loading of

the detwinned martensite. Upon unloading, a large residual strain remains. However,

by heating above Af , martensite transforms into austenite and the specimen recovers
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its initial undeformed shape, which is then kept during cooling below Mf , when the

material re-transforms into twinned martensite. This phenomenon is generally referred

to as shape-memory effect.

When an unidirectional stress is applied to an austenitic specimen (see Figure 4.2) at a

temperature greater than Af , there exists a critical value whereupon a transformation

from austenite to detwinned martensite occurs. As deformation proceeds in isothermal

conditions, the stress remains almost constant until the material is fully transformed.

Further straining causes the elastic loading of the detwinned martensite. Upon unload-

ing, since martensite is unstable, without stress, at a temperature greater than Af , a

reverse transformation takes place, but at a lower stress level than during loading so

that a hysteretic effect is produced. If the material temperature is greater than Af , the

strain attained during loading is completely and spontaneously recovered at the end of

unloading. This remarkable process gives rise to an energy-absorption capacity with zero

residual strain, which is referred to as superelasticity (or pseudoelasticity). If the material

temperature is lower than Af , only a part of stress-induced martensite re-transforms into

austenite. A residual strain is then found at the end of unloading, which can be recovered

by heating above Af . This phenomenon is generally referred to as partial superelasticity.

4.1.2 Commercial SMAs

Despite the fact that many alloy systems show the shape-memory effect, only few of them

have been developed on a commercial scale for engineering applications. Accordingly, in

this Section, we discuss some of the characteristics exhibited by those SMAs that, so far,

have had the strongest market impact, i.e., nickel-titanium and copper-based alloys.

4.1.2.1 Nickel-titanium SMAs.

Nickel-titanium (NiTi, often referred to as Nitinol) systems are based on equiatomic

compounds of nickel and titanium (cf. Johnson Matthey [2005]; Memry Corporation

[2005]; Memory-Metalle GmbH [2005]; Nitinol Devices & Components [NDC]; Shape

Memory Applications Inc. [2005]; Special Metals Corporation [2005]; The A to Z of Ma-

terials (AZoM) [2005]).

Besides the ability of tolerating quite large amounts of shape-memory strain, NiTi alloys

show high stability in cyclic applications, possess an elevate electrical resistivity and are

corrosion resistant. They also have a moderate solubility range, enabling changes in

composition and alloying with other elements to modify both their shape-memory and

mechanical characteristics. A third metal is usually added to the binary system to im-

prove its properties. The most common modification is an extra nickel quantity up to
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1%, which results in increasing the yield strength of the austenitic phase while depressing

transformation temperatures.

Manufacture of NiTi alloys is not easy, as machining techniques are difficult to be used;

this fact explains the reason for their elevated cost. However, the excellent mechan-

ical properties of Nitinol make it the most widespread SMA material for commercial

applications.

4.1.2.2 Copper-based SMAs.

Copper-zinc-aluminum (CuZnAl) alloys have been the first copper-based SMAs to be

commercially exploited (cf. Barns [2003]; Shape Memory Applications Inc. [2005]; The A

to Z of Materials (AZoM) [2005]). Such alloys take their origin from copper-aluminium

binary systems, which, despite their shape-memory characteristics, have transformation

temperatures considered too high for practical use.

CuZnAl alloys have the advantage to be constituted by relatively cheap metals using

conventional metallurgical processes. These reasons make them among the cheapest of

the available commercial SMAs, especially as compared to Nitinol.

Their major drawback is that the martensitic phase is stabilized by long term ageing

at room temperatures, which causes an increase in transformation temperature over

time and a decomposition of their structure when exposed to temperatures above 100◦

C. Moreover, as compared to other SMAs, CuZnAl alloys have modest shape-memory

properties with a maximum recoverable strain of about 5% and, without the addition of

grain growth control additives, their grain size can be quite large leading to brittleness

problems.

Copper-aluminum-nickel (CuAlNi) alloys have undergone extensive development and are

now preferred to CuZnAl alloys (cf. Barns [2003]; Shape Memory Applications Inc.

[2005]; The A to Z of Materials (AZoM) [2005]); they are popular for their wide range of

useful transformation temperatures and because they can be used above 100◦ C.

The aluminium percentage strongly influences alloy transformation temperatures and the

reduction of its content to below 12% can also improve mechanical properties.

Also CuAlNi alloys are made from relatively inexpensive elements, but their processing is

particularly difficult to machine. In fact, they can only be hot worked, and the final heat

treatment has to be tightly controlled to produce alloys with the desired transformation

temperatures. These difficulties have made such systems more expansive than CuZnAl,

even if cheaper than Nitinol.
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4.1.3 SMA applications

As described above, SMAs have unique properties which are not present in materials

traditionally employed in engineering applications. Accordingly, their use gives new

possibilities of designing and producing innovative commercial products.

The present Section briefly reviews, through practical examples, the most important

applications exploiting both the superelastic and the shape-memory effects (cf. Auricchio

[1995]; Barns [2003]; Van Humbeeck [1999a,b]).

Note that earthquake engineering applications are discussed in detail in the next Section.

4.1.3.1 Superelastic applications.

Superelasticity-based applications take advantage of one of the following features:

- The possibility of recovering large deformations (up to strain of 8-15%).

- The existence of a transformation stress plateau, which guarantees constant stress

over non-negligible strain intervals.

In the following we report some interesting examples, such as medical guidewires, stents,

orthodontic wires and eyeglass frame components.

A medical guidewire is a long, thin, metallic wire passing into the human body through

a natural opening or a small incision. It serves as a guide for the safe introduction of

various therapeutic and diagnostic devices. The use of superelastic alloys may reduce

the complications that can derive from guidewire permanent kinks.

Stent is the technical word indicating self-expanding micro-structures, employed for the

treatment of hollow-organ or duct-system occlusions. The stent is initially stretched

out to reach a small profile, which facilities a safe, atraumatic insertion of the device.

After being released from the delivery system, the stent self-expands to over twice its

compressed diameter and exerts a nearly constant, gentle, radial force on the vessel wall.

Other considered biomedical applications are orthodontic wires. During orthodontic ther-

apy, tooth movement is obtained through a bone remodeling process, due to forces applied

to the dentition which can be created by elastically deforming an orthodontic wire and

allowing its stored energy to be released over a certain period of time. Excellent re-

sults are produced because of the constant stress that SMAs are able to exert during a

substantial part of the transformation.
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The last superelastic-based application we mention consists of eyeglass frame compo-

nents which, by using the SMA superelastic property, withstand extreme deformations

springing back completely.

4.1.3.2 Shape-memory applications.

The applications described in what follows take advantage of the SMA ability to recover

the configuration associated with the austenitic phase. In some devices the shape recovery

is performed only once, while, in some others, it is possible to switch cyclically between

two different configurations, through the use of a bias system.

A widely exploited use of the shape-memory effect is one in which an external constraint

prevents the material from returning to its original shape on heating (constrained recov-

ery), resulting in the generation of large recovery forces. Consider for example a ring,

initially in a multiple-variant martensitic state. The ring is first mechanically expanded

in the single-variant martensitic state and, then, a shaft is inserted in the ring. Upon

heating, the ring freely recovers until contact with the shaft is made.

The main application of constrained recovery is in coupling devices and fasteners. In fact,

the use of SMAs provides substantial advantages over other joining techniques because

of a number of reasons:

- The installation procedure is simple and fast, very little operator training is needed,

and light, easy-to-use tools are required for assembly and disassembly. The final

quality of SMA joints is relatively insensitive to the assembly procedure; hence,

only minimum post-installation inspection is needed. These are all important

aspects when the coupling must be performed in unfriendly environments (e.g.,

tight places, deep sea, space).

- The contact stress is fairly constant beyond a certain level of contact strain, hence

the stress level attainable in the joints is well defined.

- The joints operate over a wide range of temperatures and loading conditions.

- Once applied, as structural elements, the joints usually have excellent response in

terms of corrosion, strength, fatigue resistance. Accordingly, they seldom weaken

the overall structural behaviour.

Examples of SMA coupling devices currently used are:

- Airplane-pipe coupling: it gives the possibility of obtaining closely packed
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hydraulic-tubing assemblies and the freedom of designing the hydraulic system

without the joining method providing constraints because of tool access.

- Electrical connectors: SMAs are used to drive the opening and the closure of con-

nectors such as those on computer boards. In such cases, almost no insertion force

is needed and very little (if any) of the mating force is transmitted to the support-

ing structure (the connector mounting structure does not need to be stiffened).

Moreover, once the connector is closed, it exerts high retention forces, inhibit-

ing any relative movement between connector members and preventing fretting

corrosion from occurring.

SMA coupling devices are also successfully used in marine deep-sea applications, in braid

termination, missile retain rings and hermetic seals. An interesting application for the

joining of optical fibers has also been proposed.

SMAs can be easily used to perform work (i.e., as actuators). Think of a weight hung

from a SMA spring; assume that the spring is in a single-variant martensitic state under

the stress induced by the weight, which means that it is in an extended configuration

due to the alignment of all the variants. On heating, the martensite is converted to

austenite and the weight is lifted; on cooling, the reverse transformation occurs (due

to the presence of the weight) and the spring stretches again, causing a two-way effect.

Accordingly, upon multiple heating-cooling cycles a progressively increasing amount of

work is performed. The biasing stress for the conversion of austenite into single-variant

martensite upon cooling is often obtained by coupling the SMA spring with a regular

spring. In general, a distinction is made between thermal and electrical actuators. Both

of them work upon heating and the difference is that thermal actuators are heated by

changes in the surrounding environment, while electrical actuators are heated by passing

electricity directly through the SMA:

- Thermal actuators are usually designed to behave as sensors (detecting a temper-

ature change) and as actuators. Both nickel-titanium and copper-based alloys are

used depending upon the exact requirements; NiTi alloys are better in fatigue and

work output, while the Cu-based alloys have a higher transformation tempera-

ture and are cheaper. Compared to other actuation methods, SMAs are generally

simpler, less expensive, more compact and provide very large, sudden motions.

However, the presence of the hysteresis makes it difficult to perform an accurate

temperature control. Recently, devices based on the memory effect associated with

phase transitions characterized by a much smaller hysteresis (the so-called R-phase

transition) have been used.
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- Electrical actuators are used to replace solenoids, servomotors, hydraulic and pneu-

matic devices. They are typically simpler in design, quieter, more compact and

less expensive. Nickel-titanium alloys are often preferred because of their high

resistivity, work output and long fatigue lifetime. The major limitation is in the

possibility of actuating (heating) quite quickly, while cooling is in general much

slower.

SMA actuators have also been used in conjunction with active vibration control for

linkage mechanisms, active buckling of stiffened panels, control surfaces for adjustable

chambers, bending and shape control of beams, composites with embedded SMA actua-

tors. Other applications are shutters for air-conditioners, fans for automobile radiators,

switches for automatic kettles, thermal valves for fire protection, liquid-gas switches.

SMAs are having a substantial impact also in robotics, where all the mechanical elements

usually used (motors, gears, cams) have limitations in the minimum dimension in which

they can be produced. On the other hand, SMA wires can be produced in almost any

thickness and can be used as actuators driven by electric current. The absence of rotating

or sliding parts helps even further the super-miniaturization and the integration. The

major limitation is again due to the difficulty of quickly cooling the actuators; various

methods are being investigated, such as forced-air cooling, cooling in water, cooling by

thermoelectric devices or by heat pipes. Finally, SMA micro-actuators show an intrinsic

capacity of controlling the applied forces, a property similar to the human touch and

fundamental for advanced robotic applications. For example, SMA robots can grip a soft

ball loosely and a hard ball tightly.

Shape-memory effects have also been exploited for medical applications, such as blood-clot

filters, intracranial aneurysm clips, artificial hearts, ropes for the treatment of scoliosis,

micropumps. For example, a micropump consists of a bellows, a SMA wire and two one-

way valves: when the wire is heated by current, it shrinks and a liquid medication is forced

out. The mechanism is light and a small amount of energy is needed for the activation

(as an example, an artificial kidney pump weights only 4.4 g and consumes only 0.2

W of power, making it portable). Another area for interesting and commercially viable

applications is orthopedics. The healing of fractured bones proceeds more rapidly if the

fractured faces are under steady compressive stress. During surgery to reset fractures,

SMA plates can be attached on both sides of the fracture, producing the necessary

compressive stress in the fracture gap by exploiting the memory effect. In general, for

medical applications only NiTi alloys are used, due to their good corrosion resistance

and biocompatibility.
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Moreover, the use of SMAs has opened new frontiers also in terms of space applications.

SMA-based devices have very simple design and activation procedures and this makes

them extremely reliable, hence ideal for space applications, where every action to be

performed presents an enormous degree of difficulty.

Finally, in the design of eyeglass frames, also the shape-memory effect can be exploited,

as it allows a frame, which is accidentally bent, to be restored to a like-new shape merely

by heating. Other reasons for using Nitinol in eyeglass frame production are that it

has about 70% of the density of most common frame materials and that it is extremely

corrosion-resistant and needs no coating or electroplating to protect it from perspiration

or skin oils. Moreover, no allergic reactions have been noted.

Figure 4.1. Shape-memory effect. At the end of a mechanical loading-unloading
cycle (ABC) at a constant low temperature, the material shows a residual strain
(AC), which can be recovered by means of a thermal cycle (CDA).

Figure 4.2. Superelastic effect. During a mechanical loading-unloading cycle at
a constant high temperature, the material is able to undergo large deformations
without showing any residual strain. A hysteretic effect is produced as well.
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4.2 SMAs in earthquake engineering

In this Section, the use of SMAs in earthquake engineering is discussed in detail. We

start proposing an overview on the mechanical behaviour of SMA elements (as wires and

bars) under static and dynamic loading conditions and then we present a state-of-the-art

of the most promising investigations on SMA-based devices presented in the last years.

We finally conclude this Section with two examples of existing structures retrofitted by

means of SMAs.

4.2.1 Studies on the mechanical behaviour of SMA elements

SMA elements as wires and bars have been studied by many authors (Lim and McDowell

[1995]; Strnadel et al. [1995]; Piedboeuf and Gauvin [1998]; Tobushi et al. [1998]; Wolons

et al. [1998]; Moroni et al. [2002]; Tamai and Kitagawa [2002]; DesRoches et al. [2004]) to

understand their response under different loading conditions. We now present a review of

some recent experimental investigations dealing with the mechanical behaviour of SMA

elements.

Lim and McDowell [1995] analyze SMA path dependence during cycling loadings through

experimental tests performed on 2.54 mm diameter wires. They focus on cyclic uniaxial

tension and tension-compression behaviours. The most interesting results are that:

1. during cyclic loading with an imposed maximum strain, the critical stress start-

ing the stress-induced martensite transformation decreases, the strain-hardening

rate increases, residual strain accumulates and the hysteresis energy progressively

decreases over many cycles of loading;

2. the stress at which forward or reverse transformations occur depends on the strain

level before the last unloading event, due to distribution and configuration of

austenite-martensite interfaces which evolve during transformation.

Strnadel et al. [1995] investigate the behaviour of NiTi and NiTiCu thin plates in super-

elastic phase. Their goal mainly consists in evaluating cyclic stress-strain beahaviour; in

particular, they focus on the effect of the nickel content in specimen response. Significa-

tive aspects are that:

1. ternary NiTiCu alloys show lower transformation strains and stresses than binary

NiTi alloys;
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2. in both NiTi and NiTiCu alloys, as the number of cycles increases, a higher nickel

content corresponds to a lower residual deformation increasing rate.

Piedboeuf and Gauvin [1998] examinate SMA wire damping behaviour. They perform

many experiments on 100 µm diameter NiTi wires at three amplitude levels (2, 3 and 4%

strain), over four frequency values (0.01, 0.1, 1, 5 and 10 Hz) and at two temperatures

(25 and 35 ◦C). The main findings carried out are that:

1. an increase in temperature causes a linear increase in transformation stresses and

an upward shift of the stress-strain curves;

2. up to a frequency of 0.1 Hz and for a fixed value of deformation of 4%, the stress

difference between the two plateaux increases, producing an increase in the stress

hysteresis as well as in the dissipated energy; for higher frequencies the lower

plateau deforms and rises, causing a reduction of the hysteresis loop;

3. frequency interacts with deformation amplitude; in particular, at a strain of 2%,

there is only a small variation in the dissipated energy varying frequency, while,

at 4%, the variation is significative, with a maximum about at 0.1 Hz; for higher

values of frequency the dissipated energy decreases;

4. the loss factor η = ∆W/(πU) (see Figure 4.3) decreases with an increase in tem-

perature which, anyway, has no significant effect on the dissipated energy.

Tobushi et al. [1998] study the influence of the strain rate ε̇ on the superelastic properties

of 0.75 mm diameter superelastic wires through tensile tests with strain rates between

1.67·10−3% s−1 and 1.67% s−1. They moreover consider temperature variation effects

on the wire mechanical response. The main considerations pointed out are that:

1. for ε̇ ≥ 1.67·10−1% s−1, a larger value of ε̇ corresponds to a higher starting stress

for the forward transformation and to a lower starting stress for the reverse trans-

formation;

2. for each considered temperature level, a larger value of ε̇ corresponds to a larger

residual strain after unloading; moreover, also a higher temperature corresponds

to a larger residual strain;

3. when the number of cyclic deformation increases, the stress at which forward and

reverse transformations start decreases with different variations; also the residual

strain after unloading increases;
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4. for each considered temperature level, the transformation stress is almost constant

for ε̇ ≤ 3.33·10−2% s−1; for ε̇ ≥ 1.67·10−1% s−1, instead, the upper plateau stress

level at which the forward transformation starts increases, while the one corre-

lated to the lower plateau decreases with a lower variation; the same trend is also

observed when the wire has been subjected to mechanical training;

5. the strain energy increases with temperature, while the dissipated work depends

on it only slightly; moreover, at each temperature level, it is observed that both

quantities do not depend on the strain rate for values of ε̇ ≤ 3.33·10−2% s−1,

while, for values of ε̇ ≥ 1.67·10−1% s−1 , the dissipated work increases and the

strain energy decreases linearly.

Wolons et al. [1998] focus on 0.5 mm diameter superelastic NiTi wires to study their

damping properties and the effects of cycling, frequency oscillation (from 0 to 10 Hz),

temperature level (from about 40 ◦C to about 90 ◦C) and static strain offset (i.e. the

strain level from which cycling deformation starts). Their main findings are that:

1. a SMA wire requires a significant amount of mechanical cycling to have a stable

hysteresis loop shape; the amount of residual strain depends on both temperature

and strain amplitude, but not on cycling frequency;

2. the shape of hysteresis loops is significantly affected by frequency, in particular,

during the reverse transformation from detwinned martensite to austenite;

3. energy dissipation is dependent on frequency, temperature, strain amplitude and

static strain offset (chosen in the range 2.9 to 4.7 %); the dissipated energy per

unit volume initially decreases up to 1-2 Hz, then approaching a stable level at 10

Hz; the dissipation capacity at 6-10 Hz is about 50% lower than the corresponding

one at low frequencies and decreases when temperature increases above 50 ◦C;

4. reducing the static strain offset, the dissipated energy per unit volume increases;

5. energy dissipation per unit volume of SMA wires undergoing cyclic strains at mod-

erate strain amplitudes (about 1.5 %) is twenty times larger than the one of typical

elastomers undergoing cyclic shear strain.

Moroni et al. [2002] propose to use copper-based SMAs to dissipate energy in civil en-

gineering structures. Their idea is to design a new efficient beam-column connection

incorporating SMAs. Cyclic tension-compression tests are performed on martensitic 5

and 7 mm diameter bars, characterized by different processing histories (hot rolled or
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extrusion) and grain size composition. Experimental investigations are performed in

both strain and stress control at different loading frequencies (from 0.1 to 2 Hz). The

conclusions carried out are that:

1. martensitic CuZnAlNi alloy is able to dissipate substantial energy through repeated

cycling, hence highlighting a possible use as material for seismic devices;

2. damping depends on strain amplitude and tends to become stable for large strains;

moreover, frequency is observed to have small influence on damping values;

3. the considered mechanical treatments (rolling and extrusion) do not influence bar

behaviour;

4. fractures due to tensile actions are observed and present brittle intergranular mor-

phology.

Tamai and Kitagawa [2002] test 1.7 mm diameter superelastic NiTi wires for employment

in brace and exposed-type column base for building structures. The experimental inves-

tigations consist of both monotonic and pulsating tension loading tests performed with

constant, increasing and decreasing strain amplitudes, at a stroke speed of the test ma-

chine maintained equal to 0.074% s−1 throughout all the experiments. The observations

arising from this work are that:

1. a spindle shaped hysteresis loop showing a great deal of absorbed energy is ob-

served;

2. the starting stress of the phase transformation is sensitive to ambient temperature;

moreover, wire temperature varies during cyclic loading due to its latent heat;

3. residual strain increment and dissipated energy decrement per cycle decrease with

the number of loading cycles;

4. the increase and decrease in the wire temperature during forward and reverse

transformations have almost the same intensity; in particular, forward and reverse

transformations are respectively exothermal and endothermal.

Finally, DesRoches et al. [2004] perform several experimental tests on NiTi superelastic

wires and bars to assess their potential for applications in seismic resistant design and

retrofit. In particular, they study the effects of the cyclic loading on residual strain,

forward and reverse transformation stresses and energy dissipation capability. Specimens

of different diameters (1.8, 7.1, 12.7 and 25.4 mm respectively) and with nearly identical
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composition are considered. The loading protocol is made of increasing strain cycles

of 0.5%, 1% to 5% by 1% increments, and by four 6% cycles. Two series of tests are

performed: the first one, in quasi-static condition, is conducted at a frequency of 0.025

Hz, while the second at frequencies of 0.5 and 1 Hz, to simulate dynamic loads. The

following findings are pointed out:

1. nearly ideal superelastic properties are obtained in both wires and bars; the residual

strain generally increases from an average of 0.15% at 3% strain to an average of

0.65% strain after four 6% strain cycles and seems independent on both the section

size and the loading rate;

2. the values of equivalent damping range from 2% for the 12.7 mm bars to a max-

imum of 7.6% for the 1.8 mm wires and are in agreement with the values found

by other authors (Dolce et al. [2000]; Dolce and Cardone [2001a]); the bars show

a lower dissipation capability than wires;

3. the value of stress at which forward transformation starts when testing bars is

lower by about 30% than the corresponding value in wires.

4.2.2 The MANSIDE project

In the period 1995-1999, the European Commission co-funded a project, referred to as

MANSIDE (Memory Alloys for New Seismic Isolation and energy dissipation DEvices),

aimed at the development and experimental validation of new seismic protection devices

based on the properties of SMAs (cf. Bernardini and Brancaleoni [1999]; Cardone et al.

[1999]; Pence [1999]; Van Humbeeck [1999a]; Valente et al. [1999]; Dolce et al. [2000];

Dolce and Cardone [2001a,b]; Dolce et al. [2001]; Bruno and Valente [2002]). The main

goals of the research program were:

1. the study of SMA components for new devices exploiting superelasticity and SMA

high damping properties;

2. the design and testing of prototypes (seismic isolators and dissipating braces);

3. the proposal of guidelines for the design and use of new SMA-based devices, in-

cluding reliability requirements.

In the following, we present a summary of experimental investigations carried out within

this project.
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4.2.2.1 Tests on Martensite and Austenite NiTi bars.

Dolce and Cardone [2001a] investigate the mechanical behaviour of NiTi SMA bars

through a large experimental test program. SMA elements are different in size, shape

(circular and hexagonal) and physical characteristics (composition, thermomechanical

treatment and material phase). Experimental results are carried out by applying re-

peated cyclic deformations: strain rate, strain amplitude, temperature and number of

cycles are considered as test parameters, and their values are selected taking into account

the typical range of interest for seismic applications. SMA bars have a diameter of 7-8

mm (small size bars) and 30 mm (big size bars), but special attention is devoted to big

size bars, being the most likely candidates for full scale seismic devices.

• Torsional tests on martensite specimens

All tests are carried out at room temperature (about 25 ◦C) on only one big size

martensite specimen. Frequencies of loading range from 0.01 to 1 Hz. Up to 24%

maximum nominal tangential strain (γ) is attained.

– Tests in normal working conditions: four groups of cycles at 0.01, 0.1, 0.5

and 1 Hz, respectively constituted by 4 times 10 consecutive cycles, with γ

equal to 3%, 6%, 9% and 11%. The aim is to evaluate the cyclic behaviour

of the specimen as a function of strain rate and amplitude.

– Fatigue tests: groups of up to 1650 cycles, at 0.5 Hz and γ equal to 11%. The

aim is to verify the fatigue behaviour in terms of decay and resistance of the

specimen.

– Tests in normal working conditions: two groups of cycles at 0.1 and 0.5 Hz,

respectively constituted by 4 times 10 consecutive cycles, with γ equal to 3%,

6%, 9% and 11%. The aim is to check the mechanical behaviour after the

large number of cycles undergone by the specimen during the fatigue tests.

– Test at very large strain amplitudes: one test at 0.1 Hz, constituted by 4 times

10 cycles with γ equal to 15%, 18%, 21%, 24%. The aim is to evaluate the

cyclic behaviour of the specimen under extreme strain amplitude conditions.

– Fatigue tests: groups of 100 cycles, at 0.5 Hz and γ equal to 15% or 18%.

The aim is to verify the fatigue resistance of the specimen under extreme

strain amplitude conditions.

• Torsional tests on austenite specimens

The tests are carried out on one big size austenite specimen at room tempera-

ture (about 25 ◦C). Frequencies of loading range from 0.01 to 1 Hz. Up to 11%
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maximum nominal tangential strain is attained.

– Tests in normal working conditions: four group of cycles at 0.01, 0.1, 0.5 and

1 Hz, respectively constituted by 4 times 10 consecutive cycles, with γ equal

to 3%, 6%, 9% and 11%. The aim is to evaluate the cyclic behaviour of the

specimen as a function of the strain rate and amplitude.

– Fatigue tests: two groups of several cycles (100 the first group, up to failure

the second), at 0.5 Hz and γ equal to 11%. The aim is to verify the fatigue

behaviour in terms of decay and resistance of the specimen.

– Tests in normal working conditions: two groups of cycles at 0.1 and 0.5 Hz

respectively constituted by 4 times 10 consecutive cycles, with γ equal to 3%,

6%, 9% and 11%. The aim is to check the mechanical behaviour after the

large number of cycles undergone by the specimen during the fatigue test.

The most interesting findings of the experimental investigation are that:

1. the mechanical behaviour of SMA bars subjected to torsion is independent

on the frequency of loading in the case of martensite elements and slightly

dependent in the case of austenite elements;

2. the energy loss per unit weight increases more than linearly with strain am-

plitude, reaching, at relatively large strain amplitudes, values of the order of

0.5 J/g for martensite bars and of the order of 0.25 J/g for austenite bars;

3. damping properties are good for martensite (up to 17% in terms of equivalent

damping), but rather low for austenite (of the order of 5-6%);

4. austenite bars show small residual strains at the end of the tests (i.e. of the

order of 10% of the maximum attained deformation);

5. the fatigue resistance at large strains is good for austenite bars (hundreds

of cycles) and very good for martensitic bars (thousands of cycles). In both

cases, the cyclic behaviour (after an initial stabilization) is stable and repeat-

able.

In conclusion, experimental tests prove that SMA bars subjected to torsion have a good

potential for employment as kernel components in seismic devices. Martensite bars can

provide large energy dissipation and very good fatigue resistance capabilities. Austenite

bars, even having less energy dissipation capability, can undergo very large strains with-

out showing significative residual strain, after a correct calibration of the transformation

temperatures with respect to the operating temperature. These two types of behaviour

can be used for obtaining devices satisfying different needs in seismic protection problems.
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4.2.2.2 Tests on Austenite NiTi wires.

Within the same research program, Dolce and Cardone [2001b] study the mechanical

behaviour of NiTi superelastic wires in tension. Tests are performed on austenite wire

samples of 1-2 mm diameter and 200 mm length. Many wire types are considered, with

different alloy compositions and thermomechanical treatments.

Cyclic tests on pre-tensioned wires, with loading frequencies ranging from 0.01 to 4 Hz

and strain amplitude up to 10%, are carried out at room temperature (about 20 ◦C).

Subsequently, loading-unloading tests are performed under temperature control, between

40 ◦C and 10 ◦C (with a step of 10 ◦C), at about 7% strain amplitude and 0.02-0.2 Hz

loading frequencies.

The superelastic behaviour is deeply investigated and in particular the dependence of

the mechanical properties on temperature, loading frequency and number of cycles is

studied. The mechanical behaviour is described in terms of secant stiffness, energy loss

per cycle, equivalent damping and residual strain.

The most important results of the experimental investigations can be summarized as

follows:

1. the dependence on temperature of the wires is compatible with normal ambient

temperature variations (of the order of 50 ◦C);

2. loading frequency influences the SMA behaviour, in particular when going from low

frequency (0.01 Hz or less) to the frequency range of interest for seismic applications

(0.2-4 Hz); moreover, a decrease in energy loss and equivalent damping is observed

as temperature increases, due to the latent heat of transformation (that cannot be

dissipated in case of high strain rates);

3. the number of cycles influences austenite SMA superelastic behaviour, decreasing

energy dissipation while increasing cyclic strain hardening;

4. the typical loading-unloading cycle of an austenite wire shows a low equivalent

damping; this results in a better performance of SMAs when used in a re-centering

mechanism.

In conclusion, experimental results show how the characteristics of the superelastic wires

are well suited for seismic applications and both re-centering and energy dissipation

features of devices can be obtained.

The cyclic behaviour of superelastic wires is found to be stable after few cycles, whose

number is of the same order of the number of cycles that would be experienced during
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an earthquake: to get a stable response, then, a device should be subjected to a pre-

established initial training, which could be a part of the testing program for the device

qualification of acceptance. An alternative strategy could rely on the better energy

dissipation properties of the virgin material, avoiding or limiting any preliminary training

of the device before its use in a structural system.

4.2.3 Numerical studies on SMA-based devices

Among the huge literature dealing with SMA materials, some authors (Bruno and Valente

[2002]; Baratta and Corbi [2002]; Wilde et al. [2000]; DesRoches and Delemont [2002];

DesRoches and Smith [2004]) study the seismic behaviour of civil engineering structures,

such as frames and bridges, endowed with SMA-based devices.

In the following we present a review of numerical applications where such new materials

are used as vibration control devices (Bruno and Valente [2002]; Baratta and Corbi [2002];

Corbi [2003a,b]) and isolation systems (Wilde et al. [2000]; DesRoches and Delemont

[2002]; DesRoches and Smith [2004]).

Bruno and Valente [2002] present a comparison of different passive seismic protection

devices, in order to quantify the improvements from SMA-based devices with respect to

traditional steel braces and rubber base isolation systems.

A large number of nonlinear seismic analyses with an increasing seismic intensity level

are performed. The structural typology studied is characterized by an appropriate struc-

tural scheme to be effectively protected with base isolators or braces. New and existing

buildings, either protected or not, depending on whether seismic provisions are complied

with in the building design or not, are examined. Base isolation and energy dissipation

are equally addressed for both conventional and innovative SMA-based design.

SMA-based devices result to be more effective than rubber isolators in reducing seismic

vibrations, but the same conclusions cannot be extended to SMA braces as compared

to steel ones, being the reduction of the structural response almost identical from a

practical point of view. SMA braces seem, however, to be preferable because of their re-

centering capabilities. Furthermore, the use of such new smart systems guarantees better

performance in consideration of reduced functional and maintenance requirements.

Baratta and Corbi [2002] and Corbi [2003a,b] study the behaviour of SMA tendon ele-

ments which collaborate to the strength of a portal frame model subjected to horizontal

ground motion. The investigated structure is assumed to be elastic-perfectly plastic,

while tendons are supposed superelastic.

Such a system is compared in terms of performance with a similar one with fully elasto-

plastic or unilaterally plastic (i.e. unable to resist compression) tendons.
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Numerical results prove that the structure equipped with superelastic tendons shows a

better dynamic response as compared to the case of elasto-plastic tendons. In fact, SMA

tendons produce smaller response amplitudes and much smaller residual drifts. Moreover,

such a device yields an excellent attenuation of the P-∆ effect.

Wilde et al. [2000] consider a smart isolation system combining a laminated rubber bear-

ing (LRB) with a device based on SMA bars.

The simplest configuration of the SMA device is considered: it consists of a set of two

bars working in tension and compression attached to the pier and the superstructure.

The design of the SMA device is performed on the Kobe earthquake record scaled to

different amplitudes.

The SMA bars combined with a laminated rubber bearing can provide a damper with

the desired variable characteristics based just on the material properties of the alloy.

Furthermore, the proposed device has an inherent centering ability due to superelastic

behaviour of SMAs.

This isolation system provides stiff connection between the pier and the deck for small

external loading, while, for a medium size earthquake, the SMA bars increase the damp-

ing capacity of the isolation due to stress-induced martensitic transformation of the alloy.

Moreover, for the largest considered earthquake, the SMA bars provide hysteretic damp-

ing and, in addition, act as a displacement controlling device due to the hardening of the

alloy after completion of the phase transformation.

The performances of the proposed smart isolation system are also compared with the

ones of a conventional isolation system consisting of a lead LRB with an additional stop-

per device. Numerical tests show that the damage energy of the bridge equipped with

the SMA isolation system is small even if the structure input energy is large as compared

to the case of the bridge isolated by LRB. It is to be also considered the possible need

for additional devices to prevent long SMA bar buckling.

DesRoches and Delemont [2002] and DesRoches and Smith [2004] consider the applica-

tion of SMA restrainers to a multi-span bridge. The structure studied consists of three

spans supported by multi-column bents. Each bent has four columns and each span has

11 girders. The concrete slabs are supported by steel girders resisting on elastomeric

bearings. The SMA restrainers (see Figure 4.4 and 4.5) are connected from the pier cap

to the bottom flange of the beam in a way similar to typical cable restrainers. They are

used in tension only, but they can be employed to act in both tension and compression

if an adequate lateral bracing device is provided.

Obtained results show that SMA restrainers reduce relative hinge displacements at the

abutment more than conventional steel cable restrainers. SMA devices are observed to
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undergo large deformations while remaining elastic. Moreover, SMA superelastic prop-

erties provide energy dissipation at hinges. Finally, for particularly strong earthquakes,

SMA increased stiffness at large strains gives additional restraint to limit relative open-

ings in the bridge.

4.2.4 Experimental studies on SMA-based devices

In the following we present and discuss some interesting experimental tests carried out on

structures equipped with SMA-based devices. Basically we focus our attention on smart

connections (Ocel et al. [2004]) and brace systems for framed structures (Valente et al.

[1999]; Dolce et al. [2000, 2001]; Bruno and Valente [2002]; Han et al. [2003]), which seem

to be the most promising applications of SMAs in the field of earthquake engineering.

Ocel et al. [2004] study different types of partially-restrained connections, as an alterna-

tive to fully restrained welded connections, exploring the use of SMAs. The behaviour

of a beam-column joint equipped with SMA tendons exhibiting the shape-memory effect

is studied (see Figure 4.6). The connection consists of a W24x94 beam connected to

a W14x159 column; four 381 mm long SMA tendons are threaded into anchorages de-

signed to allow the tendons to resist load in both tension and compression. The tendons

(circular 34.9 mm diameter rods) are connected to the column from the top and bottom

flanges of the beam, whose anchorage includes two rectangular tubes welded on three

sides with a fillet to the beam flange. The connection is tested on a specially designed

shear tab at increasing cycles up to 4% drift, showing a stable and repeatable behaviour

with significant energy dissipation. The SMA tendons are then reheated beyond their

transformation temperature and retested, showing to be able to recover 80% of their

original shape; moreover the connection presents a behaviour nearly identical to the first

series of tests.

Valente et al. [1999], Dolce et al. [2000, 2001] and Bruno and Valente [2002] examine in

detail the possibility of SMA-based braces for framed structures (see Figure 4.7). Because

of SMA great versatility, it is possible to get different cyclic behaviours simply varying

the number and the characteristics of the employed SMAs. In particular, the following

three categories of devices which are designed, constructed and tested are proposed:

• supplemental re-centering devices: typically based only on a re-centering group,

they show no residual displacements at the end of the action and the capability

of providing an auxiliary re-centering force compensating possible reacting forces

external to the device, such as friction of bearings (isolation systems) or plastic
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forces of structural elements (bracing systems);

• non re-centering devices: based only on a dissipating group, they show great dis-

sipation capabilities but large residual displacements at the end of the action;

• re-centering devices: based on both re-centering and dissipating groups, they show

negligible residual displacements, but they cannot recover the initial configuration

in the presence of reacting forces external to the device.

Also Han et al. [2003] study the possibility of employing SMA bracing systems.

An experimental test is performed on a two-storey steel frame equipped with eight SMA

dampers. The dimensions of the structure are 2 m high, 1 m long and 0.25 m wide, and it

is loaded vertically with four blocks of 20 Kg each (two per floor). Each damper consists

of a SMA wire (0.75 mm diameter) connected between two steel wires (7 mm diameter).

The steel wire is 582 mm long and the SMA wire is 250 mm long. The tests is mainly

focused on the vibration decay history of the frame with or without SMA dampers: it

turns out that the frame without dampers takes about 45 seconds to reduce its initial

displacement of 50%, while it takes about 1 second when dampers are present. Finally,

finite element analyses are performed to simulate both the frames with or without SMA

dampers subjected to the El Centro ground motion, in order to show the capability of

SMA dampers of reducing the dynamic response of the structure.

4.2.5 Applications of SMA devices for seismic retrofit of existing struc-

tures

SMAs have also been employed for the rehabilitation of monuments and historical build-

ings. We now discuss two of the first applications of SMA-based devices in existing

structures: the retrofit of the Basilica of San Francesco in Assisi and of the bell tower of

the church of San Giorgio in Trignano, two ancient constructions in Italy.

The Basilica of San Francesco in Assisi (Mazzolani and Mandara [2002]) was severely

damaged during the 1997 Umbria-Marche earthquake. The main goal of the restoration

consisted in pursuing a good safety level without changing too much the original struc-

ture. Hence, to reduce seismic forces in the tympanum, a connection with the roof was

created by means of superelastic SMA devices (see Figure 4.8), showing different struc-

tural properties depending on horizontal force levels. In fact, for low horizontal forces

they are stiff and no significant displacements are allowed, for high forces their stiff-

ness reduces for controlled wall displacements, while for very high forces their stiffness

increases preventing collapse.
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As a last example, we mention the bell tower of the church of San Giorgio in Trignano

(DesRoches and Smith [2004]). The ancient structure (XIV century), made of masonry,

was severely damaged by the 1996 Modena and Reggio Emilia earthquake. The tower is

18.5 m high and has a square base with an edge of 3 m. It is surrounded on three edges by

others buildings up to the height of 11 m. The masonry walls are 0.42 m thick close to the

corners and 0.3 m in the central part. Four large windows closed using thin brick walls

are present at 13 m level. Hence, the corresponding section results quite weak and in

fact it broke during the seismic event. After the earthquake, the tower was rehabilitated

using SMAs. Four vertical prestressing steel bars in series with SMA devices (see Figure

4.9) were placed in the internal corners of the bell tower to increase its flexural strength.

The smart devices were made up of 60 wires, 1 mm in diameter and 300 mm in length,

anchored at the top and bottom of the tower, with the aim of limiting the forces applied

to the masonry.

Figure 4.3. Dissipated and potential energy: superelastic effect in tension (contin-
uous line) and in compression (dashed line). (a) ∆W and W are respectively the
dissipated energy and the maximum strain energy in a tensile loading-unloading
test while (b) U is the maximum potential energy in a tension-compression test (cf.
Piedboeuf and Gauvin [1998]).

Figure 4.4. Seismic retrofit of the bridge studied by DesRoches and Delemont [2002]
using superelastic restrainer cables: particular of the connection between deck and
abutment and between deck and pier.



Advanced computational techniques for the study of traditional and innovative seismic devices 83

Figure 4.5. Particular of the superelastic restrainer used by DesRoches and Dele-
mont [2002] for the seismic retrofit of bridges.

Figure 4.6. The smart beam-to-column connection studied by Ocel et al. [2004].

Figure 4.7. Particular of the brace systems studied by Dolce et al. [2000, 2001].
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Figure 4.8. Seismic retrofit of the Basilica of San Francesco in Assisi: particular of
the SMA devices.

Figure 4.9. Seismic retrofit of the bell tower of the church of San Giorgio in Tri-
gnano: (left) elevation of the structure and (right) particular of the SMA rod used.
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4.3 A new three-dimensional model describing stress-induced solid

phase transformation with permanent inelasticity

As discussed in previous Sections, there exists a great and always increasing interest in

SMA materials and their industrial applications in many branches of engineering (cf.

Duerig and Pelton [2003]) which is deeply stimulating the research on constitutive laws.

As a consequence, many models able to reproduce one or both of the well-known SMA

macroscopic behaviours, referred to as pseudo-elasticity and shape-memory effect, have

been proposed in the literature in the last years (refer for instance to Bouvet et al.

[2004]; Govindjee and Miehe [2001]; Helm and Haupt [2003]; Lagoudas and Entchev

[2004]; Leclercq and Lexcellent [1996]; Levitas [1998]; Paiva et al. [2005]; Peultier et al.

[2004]; Raniecki and Lexcellent [1994]). In particular, the constitutive law proposed by

Souza et al. [1998] and improved by Auricchio and Petrini [2004a] seems to be attractive

for its features as well as for the clarity and the relative simplicity of its equations and

corresponding solution algorithm. Anyway, as in many other classical models, permanent

inelastic effects are not included, while experimental results show that they are not

negligible. As an example, Figure 4.10 (originally reported in Arrigoni et al. [2001])

shows a typical experimental stress-strain response for a SMA NiTi wire subjected to

an uniaxial cyclic tension test. It is remarkable that the pseudo-elastic loops show an

increasing level of permanent inelasticity that saturates on a stable value after a certain

number of cycles. Moreover, the same Figure highlights that also degradation effects

should be taken into account.

Moving from these experimental evidences, this Section addresses a new three-

dimensional phenomenological constitutive model able to reproduce pseudo-elastic and

shape-memory behaviours as well as to include permanent inelasticity and degradation

effects. The model consists of an extension of the model discussed in Souza et al. [1998]

and Auricchio and Petrini [2004a], by means of the introduction of a new internal variable

describing permanent inelastic strains. In this work, an analytic description of the con-

stitutive equations is presented together with numerical experiments which show main

features and performance of the model.

We remark that this model has been presented in Auricchio and Reali [2005a,b] in its

one-dimensional version and in Auricchio et al. [2005d] in three dimensions.
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Figure 4.10. Experimental results on a SMA NiTi wire. Cyclic tension test: stress
versus strain up to 6% strain.

4.3.1 3D phenomenological model for stress-induced solid phase trans-

formation with permanent inelasticity

Starting from the SMA constitutive model addressed in Auricchio and Petrini [2004a],

in this Section we describe an extended set of constitutive equations, including as a new

internal variable a second-order tensor able to activate and take into account the effects

of permanent inelastic strains.

4.3.1.1 Time-continuous frame.

The model assumes the total strain ε and the absolute temperature T as control variables,

the transformation strain etr and the permanent inelastic strain q as internal ones.

As in Auricchio and Petrini [2004a], the second-order tensor etr describes the strain

associated to the transformation between the two solid phases referred to as martensite

and austenite. Here, this quantity has no fully reversible evolution and the permanent

inelastic strain q gives a measure of the part of etr that cannot be recovered when

unloading to a zero stress state. Moreover, we require that

‖etr‖ ≤ εL, (4.1)

where ‖ · ‖ is the usual Euclidean norm and εL is a material parameter corresponding to

the maximum transformation strain reached at the end of the transformation during an

uniaxial test.

Assuming a small strain regime and the standard decomposition

ε =
θ

3
1 + e,
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where θ = tr(ε) and e are respectively the volumetric and the deviatoric part of the total

strain ε, while 1 is the second-order identity tensor, the free energy density function Ψ

for a polycrystalline SMA material is expressed as the convex potential

Ψ(θ, e, T, etr, q) =
1

2
Kθ2 + G‖e − etr‖2 + β〈T − Mf 〉‖etr − q‖+

+
1

2
h‖etr‖2 +

1

2
H‖q‖2 − Aetr : q + IεL

(etr), (4.2)

where K and G are respectively the bulk and the shear modulus, β is a material pa-

rameter related to the dependence of the critical stress on the temperature, Mf is the

temperature below which only martensite phase is stable, h defines the hardening of the

phase transformation, H controls the saturation of the permanent inelastic strain evolu-

tion, and A is the bilinear coupling modulus between etr and q. Moreover, we make use

of the indicator function

IεL
(etr) =

{

0 if ‖etr‖ < εL

+∞ otherwise,

in order to satisfy the transformation strain constraint (4.1); we also introduce the posi-

tive part function 〈·〉, defined as

〈a〉 =

{

a if a > 0

0 otherwise.

We remark that in the expression of the free energy we neglect the contributions due to

thermal expansion and change in temperature with respect to the reference state, since

we are not interested here in a complete description of the thermomechanical coupled

problem. However, the interested reader may refer to Auricchio and Petrini [2004a,b] to

see how it is possible to take into account these aspects in the formulation.

Moreover, since we use only a single internal variable second-order tensor to describe

phase transformations, at most it is possible to distinguish between a generic parent

phase (not associated to any macroscopic strain) and a generic product phase (associated

to a macroscopic strain), as in Auricchio and Petrini [2004a]. Accordingly, the model

does not distinguish between the austenite and the twinned martensite, as both these

phases do not produce macroscopic strain.

Starting from the free energy function Ψ and following standard arguments, we can derive
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the constitutive equations







































































p =
∂Ψ

∂θ
= Kθ,

s =
∂Ψ

∂e
= 2G(e − etr),

η = −
∂Ψ

∂T
= −β‖etr − q‖

〈T − Mf〉
|T − Mf |

,

X = −
∂Ψ

∂etr
= s − β〈T − Mf 〉

etr − q

‖etr − q‖ − hetr + Aq − γ
etr

‖etr‖,

Q = −
∂Ψ

∂q
= β〈T − Mf〉

etr − q

‖etr − q‖ − Hq + Aetr,

(4.3)

where p = tr(σ)/3 and s are respectively the volumetric and the deviatoric part of the

stress σ, X is a thermodynamic stress-like quantity associated to the transformation

strain etr, Q is a thermodynamic stress-like quantity associated to the permanent in-

elastic strain q, and η is the entropy. The variable γ results from the indicator function

subdifferential ∂IεL
(etr) and it is defined as

{

γ = 0 if ‖etr‖ < εL,

γ ≥ 0 if ‖etr‖ = εL,

so that ∂IεL
(etr) = γ

etr

‖etr‖.

To describe phase transformation and inelasticity evolution, we choose a limit function

F defined as

F (X , Q) = ‖X‖ + κ‖Q‖ − R, (4.4)

where κ is a material parameter defining a scaling modulus between the inelastic effect

and the phase transformation, while R is the radius of the elastic domain. Considering

an associative framework, the flow rules for the internal variables take the form



















ėtr = ζ̇
∂F

∂X
= ζ̇

X

‖X‖,

q̇ = ζ̇
∂F

∂Q
= ζ̇κ

Q

‖Q‖.
(4.5)

The model is finally completed by the classical Kuhn-Tucker conditions











ζ̇ ≥ 0,

F ≤ 0,

ζ̇F = 0.

(4.6)
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Observation 1. By exploiting basic Convex Analysis tools (see, e.g., Clarke [1990]) we

can rewrite our constitutive model (4.3)-(4.6) in the equivalent form

















−p

−s

η

∂D

(

ėtr

q̇

)

















+ ∂Ψ















θ

e

T

etr

q















∋ 0. (4.7)

Here ∂D stands for the subdifferential of

D(etr, q) = sup
F (a,b)≤0

{

a : etr + b : q
}

=

=



















max

{

R||q||
κ

, R||etr||
}

if κ 6= 0,

R||etr|| if κ = 0 and ||q|| = 0,

+∞ if κ = 0 and ||q|| 6= 0,

(4.8)

which is the dissipation function associated to the phase transformation mechanism. In

particular, D is the Fenchel-Legendre conjugate of the indicator function of the non-

empty, convex, and closed elastic domain

E = {(etr, q) : F (etr, q) ≤ 0}.

Hence, it is easy to check that D is positively 1-homogeneous, that is

D(λ(etr, q)) = λD(etr, q) ∀λ > 0.

Namely, the time-evolution of (etr, q) is of rate-independent type since we readily have

that

∂D(λ(etr, q)) = ∂D(etr, q) ∀λ > 0.

The formulation of rate-independent evolution problems in terms of a doubly-nonlinear

differential inclusion as in (4.7) has recently attracted a good deal of attention. In

particular, the mathematical treatment of relations as (4.7) is nowadays fairly settled

and existence, uniqueness, and time-discretization results are available. The interested

reader is referred to the recent survey Mielke [2005] where a comprehensive collection of

mathematical results on doubly-nonlinear rate-independent problems is provided.

Observation 2. We highlight that the choice κ = 0 leads to recover the model without

permanent inelasticity discussed in Auricchio and Petrini [2004a]. In fact, setting κ = 0
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in (4.5)2, we get q̇ = 0, which means that q does not evolve and is always equal to its

initial value, i.e. q ≡ 0.

Observation 3. We start by introducing here some considerations on the model pre-

sented in Auricchio and Petrini [2004a], which aim to explain its capability to undergo

fully reversible phase transformations. Such considerations are basilar in order to under-

stand the key idea we follow to construct the new model introduced in this Section.

We focus on the case β〈T − Mf 〉 > R, which is indeed the most interesting, and for

simplicity we start considering scalar quantities instead of second-order tensors. This

is equivalent to study a proportional loading process (i.e. developed along a fixed di-

rection) so that the scalars X , s, and etr assume the physical meaning of norm for the

corresponding tensor-valued quantities. Then, we suppose to be in the condition F = 0,

that is (recall that κ = 0)

|X | =

∣

∣

∣

∣

∣

s − β〈T − Mf〉
etr

|etr| − hetr

∣

∣

∣

∣

∣

= R, (4.9)

which implies

s = β〈T − Mf 〉
etr

|etr| + hetr ± R. (4.10)

Figure 4.11 reports the graphical representations of the relation s = s(etr) obtained from

expressions (4.10) for the two cases of unloading from compression and unloading from

tension, respectively. The Figure shows that for each case there exists an interval for s

inside which etr = 0. Considering the intersection of the intervals for the two cases, it is

possible to conclude that

s ∈ [−β〈T − Mf 〉 + R, β〈T − Mf 〉 − R] ⇒ etr = 0, (4.11)

i.e., if s belongs to the interval [−β〈T −Mf〉+R, β〈T −Mf〉−R], etr is necessarily equal

to zero. Accordingly, this implies that, due to the continuity of the considered functions,

if we are coming from a state with s outside the indicated interval and we are unloading,

etr necessarily approaches zero as s approaches the extreme of such an interval.

Indeed, the very same conclusion holds also in a 3D framework. Still referring to the

unloading situation, one can prove that, whenever ‖s‖ approaches β〈T − Mf 〉 − R and

etr is such that

‖X‖ =

∥

∥

∥

∥

∥

s − β〈T − Mf 〉
etr

‖etr‖ − hetr

∥

∥

∥

∥

∥

= R,
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Figure 4.11. Plots of s = s(etr) in the cases of unloading from compression (left)
and from tension (right).

then ‖etr‖ tends to zero. A proof follows.

Assume that this is not the case. Hence, there exists ε > 0 such that, for all δ > 0,

there exist sδ, e
tr
δ such that

‖sδ‖ − β〈T − Mf〉 + R < δ,

∥

∥

∥

∥

∥

sδ − β〈T − Mf〉
etr

δ

‖etr
δ ‖ − hetr

δ

∥

∥

∥

∥

∥

= R,

but

‖etr
δ ‖ > ε.

Then, it suffices to choose δ ≤ hε and check that

−‖sδ‖ > −β〈T − Mf〉 + R − δ,
∥

∥

∥

∥

∥

β〈T − Mf 〉
etr

δ

‖etr
δ∗
‖ + hetr

δ

∥

∥

∥

∥

∥

> β〈T − Mf 〉 + hε.

Now, we take the sum of the latter relations and exploit the Lipschitz continuity of the

norm in order to obtain that

R <

∥

∥

∥

∥

∥

β〈T − Mf〉
etr

δ

‖etr
δ ‖ + hetr

δ

∥

∥

∥

∥

∥

− ‖sδ‖

≤
∥

∥

∥

∥

∥

sδ − β〈T − Mf〉
etr

δ

‖etr
δ ‖ − hetr

δ

∥

∥

∥

∥

∥

= R,

which is clearly a contradiction and proves the correctness of our thesis.
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Observation 4. We now show the basic idea behind the new model proposed herein,

arising from the above considerations.

Still referring to the 1D case, if we want to avoid a complete shape recovery (i.e. a fully

reversible phase transformation), a simple and effective option consists in substituting

the term β〈T −Mf〉etr/|etr| with the new one β〈T −Mf〉(etr−q)/|etr−q|. This operation

results in translating the graphs in Figure 4.11 by a quantity q, as depicted in Figure

4.12, leading to the following implication

s ∈ [−β〈T − Mf 〉 + R, β〈T − Mf 〉 − R] ⇒ etr = q. (4.12)

Relation (4.12) means that, whenever s is approaching the extreme of the interval [−β〈T−
Mf 〉+ R, β〈T −Mf 〉 −R], etr tends to q, i.e., a permanent inelastic effect is introduced.

Analogously, in a 3D setting, substituting the term β〈T −Mf〉etr/‖etr‖ in equation (4.9)

with β〈T −Mf〉(etr −q)/‖etr −q‖, we obtain that, when unloading, the tensor etr tends

to the permanent inelastic strain tensor q.

Figure 4.12. Translated plots of s = s(etr) in the cases of unloading from compression
(left) and from tension (right).

Observation 5. The parameter κ controls the entity of the inelastic effect and its choice

is not completely free. For simplicity, we show how to compute an upper bound for this

parameter when h = H = A = 0 MPa and ‖etr‖ < εL. Introducing these positions in

equations (4.3)4 and (4.3)5, the constitutive equations for X and Q take the form



















X = s − β〈T − Mf 〉
etr − q

‖etr − q‖,

Q = β〈T − Mf〉
etr − q

‖etr − q‖.
(4.13)
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Now, substituting (4.13) in the limit function (4.4) and taking into account the second

Kuhn-Tucker condition (4.6)2, we get

F = ‖X‖ + κβ〈T − Mf〉 − R ≤ 0.

In order to satisfy this inequality, since ‖X‖ ≥ 0, it is necessary to have

κβ〈T − Mf 〉 − R ≤ 0,

that leads to the following upper bound for the parameter κ

κ ≤
R

β〈T − Mf 〉
.

Observation 6. Many experimental studies highlight that SMA materials show a perma-

nent inelasticity which is not indefinitely evolving but saturates (see for instance Figure

4.10). In our model, in the case T > Mf , we can introduce such an effect by taking the

parameter H different from zero. Considering for computation simplicity the case with

A = 0 MPa, the constitutive equation for Q simplifies as follows

Q = β〈T − Mf 〉
etr − q

‖etr − q‖ − Hq.

Moreover, recalling position (4.5)2, the evolution of q necessarily stops when Q = 0, that

is when etr and q are collinear and

‖q‖ =
β〈T − Mf〉

H
.

Hence, whenever the quantities β and Mf and the absolute temperature T are given, we

can control the saturated value of ‖q‖ acting on the material parameter H .

In this way, if we are performing an uniaxial test, we can compute the positive and

negative limit values of the scalar q as

q±max = ±

√

2

3

β〈T − Mf〉
H

.

We finally highlight that, as proved by the above equations, in the case of stable marten-

site phase (i.e. T < Mf ) we cannot obtain an evolution for q unless we take a value of

A different from zero.
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4.3.2 Time-discrete frame

Let us now focus on the crucial issue of computing the stress and internal variable evolu-

tion of a SMA sample in a strain-driven situation. We shall directly concentrate ourselves

on the solution of the time-incremental problem. Namely, we discretize the time-interval

of interest [0, tf ] by means of the partition I = {0 = t0 < t1 < ... < tN−1 < tn = tf},
assume to be given the state of the system (pn, sn, ηn, etr

n , qn) at time tn, the actual total

strain (θ, e) and temperature T at time tn+1 (note that for the sake of notation simplicity

here and in the following we drop the subindex n + 1 for all the variables computed at

time tn+1), and solve for (p, s, η, etr, q). For the sake of numerical convenience, instead

of solving (4.3) we prefer to perform some regularization. Indeed, we let ‖ · ‖ be defined

as

‖a‖ =
√

‖a‖2 + δ −
√

δ,

(δ is a user-defined parameter controlling the smoothness of the norm regularization) and

introduce the regularized free energy density Ψ and limit function F as

Ψ(θ, e, T, etr, q) =
1

2
Kθ2 + G‖e − etr‖2 + β〈T − Mf〉‖etr − q‖ +

+
1

2
h‖etr‖2 +

1

2
H‖q‖2 − Aetr : q + IεL

(etr), (4.14)

F (X, Q) = ‖X‖ + κ‖Q‖ − R, (4.15)

Finally, the updated values (p, s, η, etr, q) for regularized constitutive model can be com-

puted from the following relations











































































































p = Kθ,

s = 2G(e − etr),

η = −β‖etr − q‖
〈T − Mf〉
|T − Mf |

,

X = s − β〈T − Mf 〉
etr − q

√

‖etr − q‖2 + δ
− hetr + Aq − γ

etr

‖etr‖,

Q = β〈T − Mf〉
etr − q

√

‖etr − q‖2 + δ
− Hq + Aetr,

etr = etr
n + ∆ζ

X

‖X‖,

q = qn + ∆ζκ
Q

√

‖Q‖2 + δ
,

F = ‖X‖ + κ‖Q‖ − R,

(4.16)
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along with the requirements











γ ≥ 0,

‖etr‖ ≤ εL,

∆ζ ≥ 0, F ≤ 0, ∆ζF = 0,

(4.17)

where ∆ζ = ζ − ζn =
∫ tn+1

tn

ζ̇dt is the time-integrated consistency parameter.

4.3.2.1 Solution algorithm.

The solution of the discrete model is performed by means of an elastic-predictor inelastic-

corrector return map procedure as in classical plasticity problems (cf. Simo and Hughes

[1998]). An elastic trial state is evaluated keeping frozen the internal variables, then a

trial value of the limit function is computed to verify the admissibility of the trial state. If

this is not verified, the step is inelastic and the evolution equations have to be integrated.

We remark that, as in Auricchio and Petrini [2004a], we distinguish two inelastic phases in

our model: a non-saturated phase (‖etr‖ < εL, γ = 0) and a saturated one (‖etr‖ = εL,

γ ≥ 0). In our solution procedure we start assuming to be in a non-saturated phase, and

when convergence is attained we check if our assumption is violated. If the non-saturated

solution is not admissible, we search for a new solution considering saturated conditions.

For each inelastic step, we have to solve the nonlinear system constituted by equations

(4.16). As our aim is to show the model behaviour without focusing on algorithmic

problems, we find a solution to the nonlinear system by means of the function fsolve

implemented in the optimization toolbox of the program MATLABr.

Observation 7. In the same spirit of Observation 1, we shall now recast the aforemen-

tioned algorithm (4.16)-(4.17) in terms of dissipation. Exactly as above, we assume to be

given the current state of the system (pn, sn, ηn, etr
n , qn) at time tn and the actual total

strain (θ, e) and temperature T at time tn+1. Then, relations (4.16)-(4.17) are nothing

but the Euler-Lagrange relations for the following minimum problem

min
etr
∗

,q
∗

{

D(etr
∗ − etr

n , q∗ − qn) + Ψ(θ, e, η, etr
∗ , q∗)

}

(4.18)

along with positions (4.16)1–(4.16)3. In the latter, the regularized dissipation

D(etr, q) = sup
F (a,b)≤0

{

a : etr + b : q
}
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is defined as the Fenchel-Legendre conjugate of the indicator function of the regularized

non-empty, convex, and closed elastic domain

E = {(etr, q) : F (etr, q) ≤ 0}.

The minimum problem (4.18) corresponds in this setting to the Euler method where,

nevertheless, the usual incremental quotients are replaced by the weaker distance D(etr
∗ −

etr
n , q∗ − qn).

It is beyond the purposes of this work to provide mathematical results on the above

introduced minimum problem (4.18). Following reference Mielke [2005] and the upcoming

contribution Auricchio et al. [2005c], we however stress that problem (4.18) is uniquely

solvable and that the incremental solutions arising from the step-by-step solution of the

minimization problem converge to a time-continuous solution of the constitutive relation

as the diameter of the time partition I goes to zero. Moreover, the model is stable with

respect to the regularization parameter δ > 0. In particular, solutions to the incremental

problem (4.18) converge to the unique minimizer of problem

min
etr
∗

,q
∗

{

D(etr
∗ − etr

n , q∗ − qn) + Ψ(θ, e, η, etr
∗ , q∗)

}

, (4.19)

as δ goes to zero.

4.3.3 Numerical results

To show the model capability of reproducing the macroscopic behaviour of SMA materi-

als, we perform a number of stress-driven numerical experiments. In all tests we consider

the material properties specified in Table 4.1 and describing a NiTi alloy, where E and ν

are respectively the Young’s modulus and the Poisson’s ratio, while all the other material

constants have already been introduced in Section 2.

The investigated problems are of the following types:

• uniaxial tests,

• biaxial tests,

• combined uniaxial tests.

Uniaxial tests represent the simplest setting on which it is possible to show the main

features of the model as well as to appreciate the role played by the single material

parameters, while biaxial tests allow to assess the model behaviour under complex non-

proportional multi-axial loading conditions. Finally, combined uniaxial tests consist of
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Table 4.1. Material parameters.

parameter value unit

E 5 · 104 MPa

ν 0.35 -

β 2 MPa K−1

Mf 223 K

h 1000 MPa

R 50 MPa

εL 4 %

δ 10−8 -

uniaxial loops in one direction followed by uniaxial loops in an orthogonal direction

and they are suited for studying the model response under a sudden loading direction

change. All the numerical experiments have been performed in both the pseudo-elastic

and the shape-memory regimes, but for brevity we report here only the most significative

examples.

4.3.3.1 Uniaxial tests.

To begin with, we consider the following uniaxial tests in the pseudo-elastic regime

• single and multiple tension cycles with permanent inelasticity,

• multiple tension cycles followed by multiple compression cycles with saturating

permanent inelasticity,

• multiple tension cycles with saturating permanent inelasticity, including degrada-

tion effect.

On the other hand, in the shape-memory regime we consider

• multiple tension cycles at T = Mf , each one followed by heating strain recovery.

For each experiment, we plot the output axial stress–axial strain curve. Moreover, for

the tests consisting of single and multiple tension cycles with permanent inelasticity, we

report also the output histories for the axial components of the internal variables (etr
11

and q11) and for the associated stress norms (‖X‖ and ‖Q‖).
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• Single and multiple tension cycles with permanent inelasticity.

The first considered uniaxial test consists in studying the response of the model

under tension cycles reaching a maximum axial stress of σmax = 300 MPa. The

numerical experiments are performed at a temperature T = 298 K and using the

following model parameters: H = 0 MPa, A = 0 MPa and κ = 2%. The choice of a

non-zero parameter κ gives rise to a permanent inelasticity phenomenon. The left

part of Figure 4.13 and Figure 4.14 refer to a single tension cycle, while the right

part of Figure 4.13 and Figure 4.15 refer to ten tension cycles. It is possible to

observe the significant evolution of q11, which represents the level of transformation

strain that is not recovered during the unloading phase to σ11 = 0.

• Multiple tension cycles followed by multiple compression cycles with saturating

permanent inelasticity.

The goal of this test is to show the saturation of the permanent inelasticity (see

Observation 6). The experiment is performed at a temperature T = 298 K and

using the following model parameters: H = 1.5 ·104 MPa, A = 0 MPa and κ = 2%.

The left part of Figure 4.16 shows the response to ten tension cycles. We note that,

since H is different from zero, the permanent strain saturates and does not exceed

the threshold

√

2/3β〈T − Mf〉/H =
√

2/3 · 150/(1.5 · 104) = 0.816%.

The right part of Figure 4.16 reports the results when fifteen compression cycles

follow the tension ones. Again, we can observe that permanent inelasticity is

accumulated and saturates when reaching the same threshold as in the case of

tension.

• Multiple tension cycles with saturating permanent inelasticity, including degrada-

tion effect.

We now want to investigate the effect induced on the model by the parameter A

coupling the two internal variables. The experiment consists in ten tension loops

performed at a temperature T = 298 K and using the following model parameters:

H = 1.5 ·104 MPa, A = 103 MPa and κ = 2%. As shown in Figure 4.17, the choice

of a non-zero value for A results in shifting down the loops. This sort of degradation

effect is an important feature of the model as an analogous phenomenon is observed

in experimental tests (see Figure 4.10).

• Multiple tension cycles at T = Mf , each one followed by heating strain recovery.

The aim of this last uniaxial experiment is to study the behaviour of the model

when reproducing the shape-memory effect. The input consists in ten cycles, each
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one constructed as a tension loop with a maximum stress σmax = 150 MPa at

a temperature T = Mf followed by a heating process at a constant zero stress

up to a temperature of 298 K. The left part of Figure 4.18 refers to a test with

H = 0 MPa, A = 0 MPa and κ = 2%, while the right part refers to a test with

H = 1.5 · 104 MPa, A = 103 MPa and κ = 2%. Both of them show that an

inelastic effect is activated, so that we observe only a partial shape recovery. We

finally stress that in the first case, since A = 0 MPa, inelasticity is activated only

during the heating process.

4.3.3.2 Biaxial tests.

The goal of biaxial tests is to verify the behaviour of the model and its capability of repro-

ducing permanent inelasticity when subjected to non-proportional multi-axial loading.

Accordingly, we study the model response under the two following loading conditions

• non-proportional hourglass-shaped test,

• non-proportional square-shaped test.

For both of these numerical experiments, we report the stress input and the corresponding

strain output plots.

• Non-proportional hourglass-shaped test.

The first considered biaxial test consists in a non-proportional test where σ11

and σ12 are led to σmax = 300 MPa in the hourglass-shaped loading history of

Figure 4.19 (left), which is repeated ten times. The experiment is performed at a

temperature T = 298 K and using the following model parameters: H = 1.5 · 104

MPa, A = 103 MPa and κ = 10%. The numerical results, reported in terms of first

and tenth cycle in Figure 4.19 (right), show that the new formulation proposed

is capable of introducing and controlling permanent inelasticity effects even in

non-proportional multi-axial tests.

• Non-proportional square-shaped test.

The second biaxial test consists in a square-shaped loading history, repeated ten

times, where σ11 and σ22 are led to σmax = 300 MPa as reported in Figure 4.20

(left). The experiment is performed at a temperature T = 298 K and using the

following model parameters: H = 1.5 · 104 MPa, A = 103 MPa and κ = 10%. The

numerical results, shown in Figure 4.20 (right), confirm the considerations from

the previous test.
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4.3.3.3 Combined uniaxial tests.

The last numerical experiment shows the model response under loading conditions chang-

ing in their direction of application. It consists of uniaxial tension cycles whose direction

is suddenly rotated of π/2.

• Ten tension cycles in direction 1 followed by twenty tension cycles in direction 2.

This experiment is performed at a temperature T = 298 K and using the following

model parameters: H = 1.5·104 MPa, A = 0 MPa and κ = 2%. Figure 4.21 reports

the stress input and the q11 and q22 output histories, while Figure 4.22 shows the

axial stress–axial strain curves for the two loading directions. The numerical results

prove the capability of the model of reproducing the features shown in uniaxial

tests even under multi-axial loading conditions.

4.3.4 Conclusive considerations for Section 4.3

In this Section, a new 3D constitutive model for describing the macroscopic behaviour

of SMA has been proposed. With respect to the existing model considered as a starting

point (cf. Souza et al. [1998]; Auricchio and Petrini [2004a]), this new one is able to

describe SMA macroscopic behaviours taking into account also permanent inelasticity

effects. Such effects can be introduced both with a saturating or a non-saturating evo-

lution. Moreover, also degradation can be included. Many numerical experiments have

been presented in order to show and assess the model performances both in uniaxial and

non-proportional multi-axial problems.
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Figure 4.13. Uniaxial tests: tension cycles with permanent inelasticity (H = 0 MPa,
A = 0 MPa, κ = 2%,T=298K). Axial stress–axial strain output for single (left) and
multiple (right) tension loops.
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Figure 4.14. Uniaxial tests: single tension cycle with permanent inelasticity (H = 0
MPa, A = 0 MPa, κ = 2%,T=298K). Output histories for etr

11 and q11 (left) and ||X ||
and ||Q|| (right).
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Figure 4.15. Uniaxial tests: ten tension cycles with permanent inelasticity (H = 0
MPa, A = 0 MPa, κ = 2%,T=298K). Output histories for etr

11 and q11 (left) and ||X ||
and ||Q|| (right).

0 1 2 3 4
0

50

100

150

200

250

300

ε
11

   [%]

σ 1
1
  
 [

M
P

a]

−4 −2 0 2 4

−300

−200

−100

0

100

200

300

ε
11

   [%]

σ 1
1
  
 [

M
P

a]

Figure 4.16. Uniaxial tests: ten tension cycles (left) and ten tension followed by
fifteen compression cycles (right) with saturating permanent inelasticity (H = 1.5·104

MPa, A = 0 MPa, κ = 2%,T=298K). Axial stress–axial strain output.
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Figure 4.17. Uniaxial tests: ten tension cycles with saturating permanent inelas-
ticity, including degradation effect (H = 1.5 · 104 MPa, A = 103 MPa, κ = 2%, T = 298
K). Axial stress–axial strain output.
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Figure 4.18. Uniaxial tests: multiple (ten) tension cycles at T = Mf , each one
followed by heating strain recovery, with H = 0 MPa, A = 0 MPa (left) and H =
1.5 · 104 MPa, A = 103 MPa (right) and κ = 2%. Axial stress–axial strain output.
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Figure 4.19. Biaxial tests: non-proportional hourglass-shaped test (H = 1.5 · 104

MPa, A = 103 MPa, κ = 10%, T = 298 K). σ11 − σ12 input (left) and 1st and 10th cycle
ε11 − γ12 output (right).
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Figure 4.20. Biaxial tests: non-proportional square-shaped test (H = 1.5 · 104 MPa,
A = 103 MPa, κ = 10%, T = 298 K). σ11−σ22 input (left) and 1st and 10th cycle ε11−ε22

output (right).

0 5 10 15 20

0

100

200

300

400

t   [s]

σ 1
1
, 
σ 2

2
  
 [

M
P

a]

σ
11

σ
22

0 5 10 15 20

−0.4

−0.2

0

0.2

0.4

0.6

0.8

t   [s]

q
1
1
, 
q

2
2
  
 [

%
]

q
11

q
22

Figure 4.21. Combined uniaxial tests: ten tension cycles in direction 1 followed by
twenty in direction 2 (H = 1.5 · 104 MPa, A = 0 MPa, κ = 2%, T = 298 K). Stress
input histories (left) and q11 and q22 output histories (right).
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Figure 4.22. Combined uniaxial tests: ten tension cycles in direction 1 followed by
twenty in direction 2 (H = 1.5 · 104 MPa, A = 0 MPa, κ = 2%, T = 298 K). σ11 − ε11

output (left) and σ22 − ε22 output (right).





5. MIXED-ENHANCED STRAIN TECHNIQUES
FOR THE STUDY OF INCOMPRESSIBILITY AND

GEOMETRIC NONLINEARITIES

As previously seen in Chapter 2, the study of incompressible and nearly incompressible

materials as well as of geometrically nonlinear structural problems is an important issue

for some earthquake engineering applications. In this Chapter, we explore the possibility

of exploiting mixed-enhanced finite element methods in order to study both linear and

nonlinear incompressible problems.

The present Chapter is divided into two Sections.

The first one consists of a brief state-of-the-art of the Enhanced Strain method, followed

by an analysis of some mixed-enhanced elements for plane linear elasticity problems in

the cases of compressible, nearly incompressible and incompressible materials. Both the-

oretical and numerical results are presented (while mathematical proofs are reported in

Appendix B), showing the approximation and convergence properties of the investigated

formulations. We remark that the results herein have been presented in Auricchio et al.

[2004, 2005a].

The second Section deals with the applications of mixed (and in particular mixed-

enhanced) finite elements to the study of plane geometrically nonlinear elasticity prob-

lems for incompressible materials. We consider a two-dimensional model problem for

which it is possible to compute the solution in closed form as well as to provide some

indications on the stability of both the continuum and the discrete problems. Mixed

and mixed-enhanced formulations are then studied and theoretical considerations are

validated through numerical experiments (again, mathematical proofs are reported in

Appendix B). This piece of research has been presented in Auricchio et al. [2004, 2005b].

We finally remark that the theory reported in this Chapter has been developed, for sim-

plicity, with reference to two dimensional problems; however, from a conceptual point of

view, extension to three-dimensions should not introduce more efforts than mere notation

difficulties.
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5.1 An analysis of some mixed-enhanced finite elements for plane linear

elasticity

In this Section we study some Enhanced Strain finite element methods for compressible,

nearly incompressible and incompressible linear elasticity problems. Introduced by Simo

and Rifai [1990], the enhanced strain technique, essentially consists in augmenting the

space of discrete strains with local functions, which may not derive from admissible

displacements. A suitable choice of these additional modes can improve the numerical

performance of low-order elements and, more importantly, it can greatly alleviate the

well-known volumetric locking phenomenon in the nearly incompressible regime.

Several theoretical contributions about the enhanced strain technique are nowadays avail-

able in the literature. The first one is probably the work by Reddy and Simo [1995], where

a priori error estimates have been developed starting from the Hu-Washizu variational

principle. Braess [1998] provided an extensive study concerning the effect of the strain

enhancement on the resulting stiffness matrix. This analysis has been improved in Braess

et al. [2004], where λ-uniform error estimates for the displacement field have been es-

tablished. However, uniform error estimates for the volumetric part of the stress field

could not be obtained, since the corresponding mixed method does not satisfy the inf-sup

condition (cf. Brezzi and Fortin [1991]). Pantuso and Bathe [1995] applied the enhanced

strain philosophy in the framework of the displacement/pressure formulation for elas-

ticity problems (cf. e.g. Brezzi and Fortin [1991]; Bathe [1996]; Hughes [2000]). They

proposed a four-noded quadrilateral element which indeed satisfies the inf-sup condition,

thus leading to an optimally convergent method, as theoretically proved by Lovadina

[1997].

It is interesting to notice that most of the schemes taking advantage of the enhanced strain

technique have been designed in connection with quadrilateral elements. This because,

when displacement-based (low-order) triangular elements are considered, the additional

strain degrees of freedom do not provide any improvement, as highlighted by Reddy and

Simo [1995]. On the other hand (cf. Lovadina and Auricchio [2003]), the mixed displace-

ment/pressure formulation opens the possibility to select effective triangular enhanced

strain modes. We also wish to remark that triangular enhanced strains have already

been used by Piltner and Taylor [2000] for a low-order element with rotational degrees

of freedom.

The main aim of this Section is to investigate on the numerical performance of the

triangular mixed-enhanced methods briefly presented by Lovadina and Auricchio [2003].

We also develop a general theoretical analysis which can be considered as an extension of
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the results presented by Lovadina [1997]; in particular, we provide optimal uniform error

bounds both for the natural norms (H1 for the displacements and L2 for the pressure),

and for the L2-norm of the displacements.

The structure of the discussion is as follows. In Section 5.1.1 we recall the mixed dis-

placement/pressure formulation for the deformation problem of a linearly elastic body,

together with its discretization by means of the enhanced strain technique. In Sec-

tion 5.1.2 we develop our stability and convergence analysis, while in Section 5.1.3 we

show that two examples of triangular elements, briefly presented by Lovadina and Au-

ricchio [2003], actually fall into the framework of our theory. Finally, in Section 5.1.4

we develop extensive and significant numerical tests, showing the computational perfor-

mance of our elements. In particular, we show the accordance of the numerical results

with the theoretical predictions by means of two incompressible elasticity problems for

which the analytical solution is known.

We remark that we use here standard notations, especially for Sobolev norms and semi-

norms (cf. e.g. Ciarlet [1978]; Brezzi and Fortin [1991]).

5.1.1 The linear elasticity problem

We consider the plane linear elasticity problem in the framework of the infinitesimal

theory (cf. Bathe [1996]) for a homogeneous isotropic material. Within the several pos-

sible formulations of the problem we adopt the mixed displacement/pressure formulation

(cf. Brezzi and Fortin [1991]; Bathe [1996]; Hughes [2000], for instance). If the elastic

body occupies a regular region Ω in R2 with boundary ∂Ω, we are therefore led to solve

the following boundary-value problem:

Find (u, p) such that



























−div (2µ ε(u) + p δ) = f in Ω

div u − λ−1 p = 0 in Ω

u = 0 on ∂Ω .

(5.1)

where u = (u1, u2) : Ω → R2 is the displacement field, p : Ω → R is the pressure field

and f = (f1, f2) : Ω → R2 is the loading term. Moreover, ε(·) is the usual symmetric

gradient operator acting on vector fields, while δ is the second-order identity tensor.

Finally, µ and λ are the Lamé coefficients, for which we suppose that 0 < µ0 ≤ µ ≤ µ1 <

+∞ and 0 < λ0 ≤ λ ≤ +∞. We notice that λ = +∞ (and therefore λ−1 = 0 in (5.1))
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refers to the case of an incompressible material.

Remark 5.1.1. For simplicity, we consider only homogeneous boundary conditions for

the displacement field along the whole ∂Ω, but most of the subsequent results can be

extended to other more realistic situations.

A standard variational formulation of problem (5.1) consists in finding (u, p) ∈ V ×P =

(H1
0 (Ω))2 × L2(Ω)/R which solves the system























2µ

∫

Ω

ε(u) : ε(v) +

∫

Ω

p div v =

∫

Ω

f · v ∀v ∈ V

∫

Ω

q div u − λ−1

∫

Ω

pq = 0 ∀q ∈ P .

(5.2)

Remark 5.1.2. In the case of homogeneous Dirichlet boundary conditions for u on the

whole ∂Ω, we work with the space P = L2(Ω)/R =
{

q ∈ L2(Ω) :

∫

Ω

q = 0
}

because,

from (5.1) we get
∫

Ω

p = λ

∫

Ω

div u = λ

∫

∂Ω

u · n = 0 .

Therefore, for every choice of f and λ, the pressure solution p is always in P .

It is well-known that problem (5.2) is well-posed and it fits into the theory extensively

studied in Brezzi and Fortin [1991], for instance. We recall that the nearly incompressible

case, we mainly focus on, corresponds to λ “very large” compared to µ. We also notice

that in the incompressible limit λ → ∞, formulation (5.2) does not degenerate, leading

to the following Stokes-like problem:

Find (u0, p0) ∈ V × P such that























2µ

∫

Ω

ε(u0) : ε(v) +

∫

Ω

p0 div v =

∫

Ω

f · v ∀v ∈ V

∫

Ω

q div u0 = 0 ∀q ∈ P .

(5.3)

5.1.1.1 Enhanced strain discretization.

It is now well-established (cf. Brezzi and Fortin [1991]; Bathe [1996]) that the finite

element analysis of problem (5.2) requires some care in the case of nearly incompressible

materials. This fact is highlighted by the limit situation (5.3), where the divergence-free
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constraint imposes a suitable choice of the discretization spaces, in order to overcome

the so-called volume locking phenomenon. Several methods have been proposed, analyzed

and proved to be efficient in actual computations (cf. Brezzi and Fortin [1991]; Bathe

[1996]; Hughes [2000] and the references therein). Among them, there are the ones based

on the Enhanced Strain Technique, whose basic idea is briefly recalled below.

As usual, given a regular (triangular or quadrilateral) mesh Th of Ω, h being the mesh-

size, we choose a finite element space Vh ⊂ V for the approximation of the displacements,

and a finite element space Ph ⊂ P for the pressure field. A conforming mixed method is

thus given by the discrete problem

find (uh, ph) ∈ Vh × Ph such that






















2µ

∫

Ω

ε(uh) : ε(vh) +

∫

Ω

ph div vh =

∫

Ω

f ·vh ∀vh ∈ Vh

∫

Ω

qh div uh −λ−1

∫

Ω

phqh = 0 ∀qh ∈ Ph .

(5.4)

An Enhanced Strain Method in this mixed context can be seen as a nonconforming and

inconsistent scheme (cf. Lovadina [1997]), for which the strains arising from the dis-

placements are “enriched” by means of some additional modes. Therefore, we are led

to introduce a further finite element space Eh of symmetric tensors, and we solve the

problem

find (uh, ε̃h, ph) ∈ Vh × Eh × Ph such that






















2µ

∫

Ω

(

ε(uh) + ε̃h

)

:
(

ε(vh) + τ̃ h

)

+

∫

Ω

ph(div vh + tr τ̃ h) =

∫

Ω

f · vh

∫

Ω

qh(div uh + tr ε̃h) − λ−1

∫

Ω

phqh = 0

(5.5)

for every (vh, τ̃ h) ∈ Vh ×Eh and for every qh ∈ Ph. Above and in the sequel, we denote

with “tr ” the trace operator acting on tensors. The space Eh of strain enhancement typ-

ically consists of functions for which no continuity is required across the mesh elements.

As a consequence, a static condensation procedure can be performed at the element level,

so that the introduction of these additional degrees of freedom does not severely increase

the computational costs. More importantly, the enhanced strains can improve the sta-

bility of the method at hand, leading to a robust scheme with respect to the choice of

the material parameter λ. Therefore, the resulting element can be successfully applied

to both compressible and incompressible case.
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The inconsistency of the scheme is clearly seen by inserting the analytical solution (u, p)

of problem (5.2) into (5.5). As the analytical strain enhancement is obviously 0, we have

that (u,0, p) fails to satisfy the first equation of (5.5), because

2µ

∫

Ω

ε(u) : τ̃ h +

∫

Ω

p tr τ̃ h = 0 ∀ τ̃ h ∈ Eh (5.6)

does not generally hold true. This drawback can be overcome by suitably choosing the

space Eh, as detailed in the next Section.

5.1.2 Error analysis

In this Section we present an analysis for the methods based on the enhanced strain tech-

nique. Since the stability estimate of Proposition 5.1.3 and the error bound of Theorem

5.1.4 have been already established by Lovadina [1997] for the incompressible limit case,

we only sketch the proofs (see Appendix B), for the sake of completeness. However, in

subsection 5.1.2.1 we develop L2-norm displacement error estimates, which, to our best

knowledge, have not explicitly appeared in the existing literature for the enhanced strain

technique.

Before proceeding, we introduce in Vh × Eh the following norm

⌊⌉(vh, τ̃ h)⌊⌉ =
(

| ε(vh)|20 + | τ̃ h |20
)1/2

. (5.7)

Moreover, we endow Vh × Eh × Ph with the norm

|‖(vh, τ̃ h, qh)‖| :=
(

⌊⌉(vh, τ̃ h)⌊⌉2 + |qh|20
)1/2

. (5.8)

We finally introduce the notation

bh(vh, τ̃ h; qh) :=

∫

Ω

qh(div vh + tr τ̃ h) , (5.9)

for every (vh, τ̃ h) ∈ Vh × Eh and qh ∈ Ph.

The basic assumptions we make on the choice of the discretization spaces Vh, Eh and Ph

are the following (cf. Lovadina [1997] and also Reddy and Simo [1995]).

• The discrete inf-sup condition: there exists a positive constant β, independent of

h, such that

inf
qh∈Ph

sup
(vh,τ̃ h)∈Vh×Eh

bh(vh, τ̃ h; qh)

⌊⌉(vh, τ̃ h)⌊⌉ |qh|0
≥ β . (5.10)
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• The minimum angle condition: there exists a constant θ < 1, independent of h,

such that

sup
(vh,τ̃ h)∈Vh×Eh

∫

Ω

ε(vh) : τ̃ h

| ε(vh)|0 | τ̃ h |0
≤ θ . (5.11)

This condition implies, in particular, that ε(Vh) ∩Eh = (0). Moreover, the spaces

ε(Vh) and Eh “stays far from being parallel” uniformly in h. We remark that

condition (5.11) has been recognized to be crucial for the analysis of enhanced

strain methods also by Braess [1998].

• The approximation property: there exists an integer k ≥ 1 such that for v ∈
Hk+1(Ω)2 and q ∈ Hk(Ω), it holds

inf
vh∈Vh

||v− vh ||1 + inf
qh∈Ph

|q − qh|0 ≤ Chk (|v |k+1 + |q|k) . (5.12)

Obviously, this condition is fulfilled by the standard (triangular or quadrilateral)

finite element space of order k (see Ciarlet [1978]).

• The consistency condition: in each element the enhanced strain modes should be

L2-orthogonal to the polynomials of order up to k − 1, i.e. for every K ∈ Th

∫

K

τ̃ h : p k−1 = 0 ∀ τ̃ h ∈ Eh , ∀p k−1 ∈ Pk−1(K)4s . (5.13)

This condition allows to control the consistency error arising from the introduction

of the space Eh (cf. (5.6)).

For the sake of notational simplicity, in the sequel we will denote with (·, ·) the usual inner

product in L2. Moreover, we introduce the bilinear form Ah(·, ·, · ; ·, ·, ·) on Vh ×Eh ×Ph

by setting

Ah(vh, τ̃ h, qh ; wh, σ̃ h, rh) := 2µ
(

ε(vh) + τ̃ h, ε(wh) + σ̃ h

)

+bh(wh, σ̃ h; qh) − bh(vh, τ̃ h; rh) + λ−1(qh, rh) , (5.14)

for any (vh, τ̃ h, qh) and (wh, σ̃ h, rh) in Vh × Eh × Ph. The discrete scheme can thus be

written as

find (uh, ε̃h, ph) ∈ Vh × Eh × Ph such that

Ah(uh, ε̃h, ph ; vh, τ̃ h, qh) = (f , vh) ∀(vh, τ̃ h, qh) ∈ Vh × Eh × Ph . (5.15)
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We have the following stability result.

Proposition 5.1.3. Provided that (5.10) and (5.11) hold, for each (vh, τ̃ h, qh) ∈ Vh ×
Eh × Ph there exists (wh, σ̃ h, rh) ∈ Vh × Eh × Ph such that

|‖(wh, σ̃ h, rh)‖| ≤ c1|‖(vh, τ̃ h, qh)‖| , (5.16)

Ah(vh, τ̃ h, qh ; wh, σ̃ h, rh) ≥ c2|‖(vh, τ̃ h, qh)‖|2 , (5.17)

with c1 and c2 constants independent of h and λ.

The proof for this Proposition is reported in Appendix B.

We remark that in the stability result of Proposition 5.1.3, implying in particular exis-

tence and uniqueness of problem (5.5), the consistency condition (5.13) does not appear.

It however comes into play in the following error estimate.

Theorem 5.1.4. Assume that conditions (5.10)–(5.13) hold true. Let (u, p) ∈ V × P

be the solution of problem (5.2) and suppose that

||u ||k+1 + ||p||k ≤ C , (5.18)

with C constant independent of λ. Let (uh, ε̃h, ph) ∈ Vh × Eh × Ph be the solution of

the discrete problem (5.5). Then it holds

||u−uh ||1 + | ε̃h |0 + |p − ph|0 ≤ Chk , (5.19)

with C constant independent of λ.

The proof for this Theorem is reported in Appendix B.

Remark 5.1.5. We notice that the last two terms in equation (B.9) of the proof (see Ap-

pendix B) arise from the inconsistency of the enhanced strain Technique (cf. (5.6)). These

extra terms are however under control by assumption (5.13), as highlighted by (B.10)

and (B.11).

5.1.2.1 L2-error estimates.

We now prove an L2-error estimate for the displacement field. We recall that Theorem

5.1.4 gives

||u−uh ||1 + | ε̃h |0 + |p − ph|0 ≤ Chk . (5.20)
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In this situation we show that the displacement error in L2-norm is O(hk+1), provided

the problem is regular. More precisely, we assume that for the solution of the problem

find (ϕ, s) ∈ V × P such that











2µ
(

ε(v), ε(ϕ)
)

+(s, div v) = (γ, v) ∀v ∈ V

(q, div ϕ) − λ−1(q, s) = 0 ∀q ∈ P ,

(5.21)

the regularity result

||ϕ ||2 + ||s||1 ≤ C|γ|0 (5.22)

holds true for every γ ∈ L2(Ω)2.

Remark 5.1.6. The regularity estimate (5.22) holds whenever Ω is a smooth domain, as

proved by Vogelius [1983]. In the case of zero boundary conditions for the displacements

on the whole boundary ∂Ω, this result still holds when Ω is a convex polygon (cf. Brenner

and Sung [1992]).

Proposition 5.1.7. Assume that conditions (5.10)–(5.13) are fulfilled. Moreover, as-

sume (5.12) and the regularity estimate (5.22) for problem (5.21). Then we have the

error bound

|u−uh |0 ≤ Chk+1 , (5.23)

with C constant independent of λ.

The proof for this Proposition is reported in Appendix B.

5.1.3 Examples of triangular elements

In this Section we introduce two sets of (first order) enhanced strains to be used in

connection with triangular elements, already presented and briefly analyzed by Lovadina

and Auricchio [2003]. We thus suppose to have a regular triangular mesh Th of Ω. The

schemes we are going to present are both based on the following choice of spaces

• for the displacement discretization we take

Vh =
{

vh ∈ V : vh|T ∈ P1(T ) ∀T ∈ Th

}

, (5.24)

where P1(T ) is the space of linear functions defined on T ;
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• for the pressure interpolation, we set

Ph =
{

qh ∈ H1(Ω) : qh|T ∈ P1(T ) ∀T ∈ Th

}

. (5.25)

We notice that, as for the element by Pantuso and Bathe [1995], the discrete pressure

field is continuous across adjacent elements. Before introducing the two sets of enhanced

strains, we first define a global Cartesian system of coordinates (x, y) in Ω. Furthermore,

for each triangle T ∈ Th, let (xT , yT ) be the coordinates of its barycenter, and define on

T a local Cartesian system of coordinates by simply setting

x̄ = x − xT , ȳ = y − yT . (5.26)

We are now ready to present our strain enhancements.

• First set. We take

E1
h =

{

τ̃ h ∈ (L2(Ω))4s : τ̃ h|T ∈ E1
4(T ) ∀T ∈ Th

}

, (5.27)

where E1
4(T ) is the space of tensor-valued functions defined on T , spanned by the

following shape functions (cf. (5.26))

[

α1x̄ + α2ȳ ; (α2 − α4)x̄ + (α3 − α1)ȳ

symm. ; α3x̄ + α4ȳ

]

with αi ∈ R . (5.28)

We remark that the enhanced strain modes described in (5.28) have already been

used by Piltner and Taylor [2000].

• Second set. We take

E2
h =

{

τ̃ h ∈ (L2(Ω))4s : τ̃ h|T ∈ E2
4(T ) ∀T ∈ Th

}

, (5.29)

where E2
4(T ) is the space of tensor-valued functions defined on T , spanned by the

following shape functions (cf. (5.26))

[

α1x̄ ; α2x̄ + α3ȳ

symm. ; α4ȳ

]

with αi ∈ R . (5.30)

We remark that this choice is not frame invariant. However, a strategy to make

the results at least independent of the user’s input data is detailed in Piltner and

Taylor [2000].
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We now want our discretization spaces to fulfill the basic conditions (5.10)–(5.13). We

consider only the first set of enhanced strains (5.28), since the other case can be treated

using analogous techniques.

Proposition 5.1.8. The choice (5.24)–(5.25), (5.27)–(5.28) satisfies conditions (5.10)–

(5.13) with k = 1.

The proof for this Proposition is reported in Appendix B.

Finally Theorem 5.1.4 and Proposition 5.1.7 lead to the following result.

Proposition 5.1.9. For the method detailed by (5.24)–(5.28) and provided that the

solution of the continuous problem is sufficiently regular, we have the error estimate

||u − uh||1 + |p − ph|0 ≤ Ch . (5.31)

Moreover, under assumptions (5.22) it holds

|u − uh|0 ≤ Ch2 . (5.32)

5.1.4 Numerical tests

In this Section we investigate the computational performance of the mixed-enhanced

elements introduced in Section 5.1.3 and based on Formulation (5.5). We denote our

triangular schemes with

• T 3E4(I)/T 3 – Element with piecewise linear and continuous approximation for

both the displacements and the pressure, enriched by means of the first set of

enhanced strains (cf. (5.27) and (5.28)).

• T 3E4(II)/T 3 – Element with piecewise linear and continuous approximation for

both the displacements and the pressure, enriched by means of the second set of

enhanced strains (cf. (5.76) and (5.30)).

For comparison purposes, in the sequel we also consider the following methods.

Non-mixed elements.

• T 3 – Standard displacement-based triangular element with piecewise linear and

continuous approximation.
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• Q4 – Standard displacement-based quadrilateral element with piecewise bilinear

and continuous approximation.

• Q4E6 – Quadrilateral element with piecewise bilinear and continuous approxima-

tion for the displacements, enriched by the enhanced strains proposed by Pantuso

and Bathe [1995].

Mixed elements.

• T 3/T 3 – Triangular element with piecewise linear and continuous approximation

for both the displacements and the pressure.

• Q4/Q4 – Quadrilateral element with piecewise bilinear and continuous approxi-

mation for both the displacements and the pressure.

• Q4E6/Q4 – Quadrilateral element with piecewise bilinear and continuous approx-

imation for both the displacements and the pressure, enriched by means of the

enhanced strains proposed by Pantuso and Bathe [1995].

Moreover, we express forces and lengths in KN and m, respectively.

5.1.4.1 Fully constrained block.

We propose a couple of tests in order to numerically assess the convergence rates of

the triangular T 3E4(I)/T 3 and T 3E4(II)/T 3 elements, comparing the results with the

quadrilateral Q4E6/Q4 element.

We consider a fully constrained square block of incompressible material (λ/µ = +∞),

occupying the region Ω = (−L, L)× (−L, L). Each test consists in choosing a particular

body load f for which the corresponding analytical solution (u, p) is available.

Figure 5.1 shows the generic adopted mesh for undistorted quadrilaterals, distorted

quadrilaterals and triangles, respectively. It is clearly seen that:

• the undistorted quadrilateral mesh simply consists in n×n equal sub-squares (see

Figure 5.1(left));

• the distorted quadrilateral mesh is obtained from the undistorted one, essentially

by moving the point of coordinates (0, 0) to the point of coordinates (L/2, L/2)

(see Figure 5.1(middle));
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• the triangular mesh is obtained from the undistorted quadrilateral mesh, splitting

each sub-square into two triangles by means of a diagonal (see Figure 5.1(right)).

In all the numerical experiments, we choose n = 8, 16, 32, 64, 128; we also point out that

n (i.e. the number of subdivisions per direction) behaves as h−1.

Moreover, since the body is fully constrained, the pressure is defined up to a constant,

which is fixed in our computations by imposing

∫

Ω

ph = 0.

Finally, the results obtained using the Q4E6/Q4 element with distorted meshes are here

below labelled with “Q4E6/Q4(dist)”.

◦ Polynomial load test.

For this problem we set

L = 1, µ = 40

f1 = µy

(

−3

2
x4 + 6x2 − 3x2y2 + y2 − 5

2

)

− 15x2(y − 1)

f2 = µx

(

3

2
y4 − 6y2 + 3y2x2 − x2 +

5

2

)

− 3y2 − 5x3 ,

where f1 and f2 are the components of the body load f . Accordingly, the analytical

solution is

u1 =
(x2 − 1)2(y2 − 1)y

4

u2 =
(y2 − 1)2(1 − x2)x

4

p = 5x3(y − 1) + y3 .

For all the considered schemes, Figures 5.2–5.4 report the computed relative errors versus

n, in log-log scale. More precisely, Figures 5.2 and 5.3 show the L2-norm convergence

rates for u and p, respectively.

Furthermore, Figure 5.4 gives the energy-norm convergence rate for u. The energy-norm

is here defined as

‖ u ‖en:=
(

2µ

∫

Ω

ε(u) : ε(u)
)1/2

, (5.33)

which is clearly equivalent to the H1-norm, due to Korn’s inequality.

For all the elements under investigation, we observe that
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• The displacement L2-norm convergence rate is O(h2), as predicted by the theory.

• The pressure L2-norm convergence rate is O(h3/2), while the theoretical estimate

gives only O(h). However, we conjecture this is a super-convergence effect, prob-

ably due to the adopted meshes, and it does not show up in general situations.

• The displacement energy-norm convergence rate is O(h), again as predicted by the

theory.

Even if all the schemes share the same convergence rates, we point out that

the undistorted Q4E6/Q4 element delivers the best performance. Moreover, the

T 3E4(I)/T 3 element essentially behaves as the distorted Q4E6/Q4(dist) element, while

the T 3E4(II)/T 3 element returns higher relative errors for the pressure fields.

◦ Trigonometric load test.

For this second problem we set

L = π/2, µ = 40

f1 = µ cos y sin y(1 − 4 cos2 x) − 2xy cos(x2y)

f2 = −µ cosx sin x(1 − 4 cos2 y) − x2 cos(x2y) ,

such that the analytical solution is

u1 = −cos2 x cos y sin y

2

u2 =
cos2 y cosx sin x

2

p = sin(x2y) .

In Figures 5.5–5.7 we report the corresponding computed relative errors versus n, in

log-log scale. We remark that all the considerations concerning the first test apply also

to this case.

5.1.4.2 Bending test.

The problem consists in the analysis of a beam of length L = 10 and height H = 2 under

pure bending (Figure 5.8). We point out that, as in Hughes [2000] (see the Example on

pages 248-249), our goal is to assess the volumetric locking behaviour of the elements

under investigation in bending dominated problems and not their locking properties in

shear (see Armero [2000] for a detailed discussion of volumetric versus shear locking).
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The beam is first divided into two subdomains Ω1 and Ω2. According to Figure 5.8, we

obtain a quadrilateral grid, labelled as “n × n mesh”, by meshing each subdomain with

n × n quadrilaterals; a corresponding triangular grid, still labelled as “n × n mesh” for

simplicity, is obtained splitting each quadrilateral element into two triangles by means

of a diagonal. Moreover, it is possible to introduce a distortion in the shape of the two

subdomains by means of a parameter a 6= 0, as shown in Figure 5.8. In the following we

will consider

• the undistorted case (i.e. a = 0);

• a distorted case with a = .5.

We perform the test using the elements presented at the beginning of this Section and

we study their behaviours for compressible (λ/µ = 1), nearly incompressible (λ/µ = 107)

or incompressible (λ/µ = +∞) materials, reporting the following quantities

• the full elastic energy E associated with the problem, computed as the inner prod-

uct between the internal force and the solution vector;

• the displacements u1(A) and u2(A) of the specific node indicated by letter A in

Figure 5.8;

• the pressure p(A) at node A (for mixed formulations).

◦ Compressible case.

We consider a compressible material with λ = 40 and µ = 40, reporting the results of

the analyses in Tables 5.1 and 5.2.

As the analytical solution is not available, we consider as reference solutions the following

values, obtained using the Q4E6/Q4 element with the fine 128 × 128 mesh and a = .5

E = 5.6250× 10−3

u1(A) = −2.8125× 10−1

u2(A) = 1.4062

p(A) = −7.5000× 10−1 .

According to Simo and Rifai [1990], we notice that the enhanced Q4E6 and Q4E6/Q4

elements exactly reproduce the reference solutions using a mesh of just two undistorted
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quadrilaterals (1×1 mesh). Instead, this property is not fulfilled by the mixed-enhanced

triangular elements.

◦ Nearly incompressible and incompressible cases.

We consider nearly incompressible and incompressible materials, choosing λ = 40 × 107

and λ = +∞, respectively; in addition, we set µ = 40 for both cases. In these situations,

only the mixed-enhanced schemes are efficient (among the ones presented in this Section).

Therefore, we focus only on the Q4E6/Q4, T 3E4(I)/T 3 and T 3E4(II)/T 3 elements, as

shown in Tables 5.3 and 5.4. Moreover, we point out that the numerical results delivered

in the nearly incompressible and incompressible cases are exactly the same.

As before, we consider as reference solutions the following values, obtained using the

Q4E6/Q4 element with the 128 × 128 mesh and a = .5

E = 3.7500× 10−3

u1(A) = −1.8750× 10−1

u2(A) = 9.3750× 10−1

p(A) = −1.5000 .

Also here, we notice that the undistorted quadrilateral 1×1 mesh exactly reproduces the

reference solutions.

As a final remark, we observe that for this bending test the Q4E6/Q4 element gives the

best results.

5.1.4.3 Cook’s membrane.

The last problem under investigation is the so-called Cook’s membrane (Figure 5.9),

which is another classical bending dominated test introduced here to assess element

performances with respect to volumetric locking. Following Piltner and Taylor [2000],

we set L = 48, H1 = 44, H2 = 16 and F = 1, where F is the resultant of the uniformly

distributed shear load f .

We perform the test for compressible (λ/µ = 2), nearly incompressible (λ/µ = 2 × 107)

and incompressible (λ/µ = +∞) materials and we report the same quantities described

in the previous Subsection.

◦ Compressible case.

We consider a compressible material with λ = .75 and µ = .375, reporting the results of
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the analyses in Table 5.5.

Similarly to the bending test previously described, the analytical solution is not available.

Therefore, we consider as reference solutions the following values, obtained using the

Q4E6/Q4 element with the 128 × 128 mesh

E = 2.1585× 10−1

u1(A) = −9.5775

u2(A) = 2.1520× 101

p(A) = 4.7192× 10−2 .

◦ Nearly incompressible and incompressible cases.

We consider nearly incompressible and incompressible materials, choosing λ = .75× 107

and λ = +∞, respectively; moreover, we set µ = .375 for both cases. As for the

corresponding bending tests in nearly incompressible and incompressible regimes, only

the mixed-enhanced elements have been examined, as reported in Tables 5.6 and 5.7.

Again, the numerical results for the nearly incompressible and the incompressible cases

are exactly the same.

Furthermore, the reference solutions obtained using the Q4E6/Q4 element with the

128 × 128 mesh are
E = 1.6491× 10−1

u1(A) = −7.2480

u2(A) = 1.6442× 101

p(A) = 7.0788× 10−2 .

The numerical results show that for the Cook’s membrane the Q4E6/Q4, T 3E4(I)/T 3

and T 3E4(II)/T 3 elements provide robust schemes.

5.1.5 Conclusive considerations for Section 5.1

We have investigated the Mixed-Enhanced Strain technique within the context of the

u/p formulation for linear elasticity problems. We have developed a general theoretical

analysis, extending the results presented by Lovadina [1997]; in particular, we have proved

optimal uniform error bounds for the L2-norm of the displacements. Moreover, we have

presented several numerical tests on triangular and quadrilateral elements to assess their

computational performance, and, in particular, numerical results confirm the convergence

rates predicted by the theory.
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Table 5.1. Bending test. Quadrilateral elements with λ/µ = 1. Undistorted (a = 0)
and distorted (a = .5) 1×1 meshes, distorted (a = .5) 4×4, 16×16 and 64×64 meshes.

element output 1 × 1 4 × 4 16 × 16 64 × 64

a = 0 a = .5 a = .5

Q4 E [×103] 1.6216 1.2030 4.6722 5.5538 5.6205

u1(A) [×10] -.81081 -.60150 -2.3227 -2.7736 -2.8098

u2(A) .40541 .30075 1.1667 1.3882 1.4051

Q4/Q4 E [×103] 1.6216 1.2766 4.7325 5.5594 5.6209

u1(A) [×10] -.81081 -.63828 -2.3527 -2.7764 -2.8100

u2(A) .40541 .31914 1.1817 1.3896 1.4052

p(A) [×10] -3.2432 -2.6462 -6.5581 -7.2862 -7.4454

Q4E6 E [×103] 5.6250 4.5541 5.6235 5.6250 5.6250

u1(A) [×10] -2.8125 -2.2770 -2.8117 -2.8125 -2.8125

u2(A) 1.4062 1.1385 1.4059 1.4062 1.4062

Q4E6/Q4 E [×103] 5.6250 4.7738 5.6238 5.6250 5.6250

u1(A) [×10] -2.8125 -2.3869 -2.8119 -2.8125 -2.8125

u2(A) 1.4062 1.1934 1.4060 1.4062 1.4062

p(A) [×10] -7.5000 -6.3648 -7.5107 -7.5000 -7.5000

Table 5.2. Bending test. Triangular elements with λ/µ = 1. Undistorted (a = 0) and
distorted (a = .5) 1 × 1 meshes, distorted (a = .5) 4 × 4, 16 × 16 and 64 × 64 meshes.

element output 1 × 1 4 × 4 16 × 16 64 × 64

a = 0 a = .5 a = .5

T3 E [×103] .58387 .71578 3.6527 5.4399 5.6130

u1(A) [×10] -.29194 -.35789 -1.8076 -2.7125 -2.8055

u2(A) .14597 .17894 .90983 1.3595 1.4032

T3/T3 E [×103] .60856 .71779 3.6899 5.4455 5.6134

u1(A) [×10] -.30428 -.35889 -1.8257 -2.7153 -2.8057

u2(A) .15214 .17945 .91912 1.3609 1.4033

p(A) [×10] -1.1150 -.21334 -3.7991 -6.5394 -7.2605

T3E4(I)/T3 E [×103] .61437 .71833 3.7051 5.4478 5.6134

u1(A) [×10] -.30718 -.35916 -1.8331 -2.7164 -2.8057

u2(A) .15359 .17958 .92288 1.3614 1.4033

p(A) [×10] -.65391 -.09082 -3.9324 -6.6128 -7.2780

T3E4(II)/T3 E [×103] .61213 .71805 3.6986 5.4469 5.6135

u1(A) [×10] -.30606 -.35903 -1.8299 -2.7160 -2.8057

u2(A) .15303 .17951 .92127 1.3612 1.4033

p(A) [×10] -.81357 -.13990 -3.7377 -6.5448 -7.2618
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Table 5.3. Bending test. Quadrilateral and triangular elements with λ/µ = 107.
Undistorted (a = 0) 1×1 mesh and distorted (a = .5) 4×4, 16×16 and 64×64 meshes.

element geometry element output 1 × 1 4 × 4 16 × 16 64 × 64

a = 0 a = .5

quadrilateral Q4E6/Q4 E [×103] 3.7500 3.7495 3.7500 3.7500

u1(A) [×10] -1.8750 -1.8748 -1.8750 -1.8750

u2(A) [×10] 9.3750 9.3737 9.3750 9.3750

p(A) -1.5000 -1.5016 -1.5000 -1.5000

triangular T3E4(I)/T3 E [×103] .60097 2.8583 3.6788 3.7455

u1(A) [×10] -.30048 -1.4158 -1.8356 -1.8723

u2(A) [×10] 1.5024 7.1279 9.1951 9.3634

p(A) -.15465 -.89369 -1.3483 -1.4620

T3E4(II)/T3 E [×103] .57811 2.8220 3.6753 3.7453

u1(A) [×10] -.28905 -1.3979 -1.8338 -1.8721

u2(A) [×10] 1.4453 7.0376 9.1863 9.3629

p(A) -.32372 -.72864 -1.2964 -1.4495

Table 5.4. Bending test. Quadrilateral and triangular elements with λ/µ = +∞.
Undistorted (a = 0) 1×1 mesh and distorted (a = .5) 4×4, 16×16 and 64×64 meshes.

element geometry element output 1 × 1 4 × 4 16 × 16 64 × 64

a = 0 a = .5

quadrilateral Q4E6/Q4 E [×103] 3.7500 3.7495 3.7500 3.7500

u1(A) [×10] -1.8750 -1.8748 -1.8750 -1.8750

u2(A) [×10] 9.3750 9.3737 9.3750 9.3750

p(A) -1.5000 -1.5016 -1.5000 -1.5000

triangular T3E4(I)/T3 E [×103] .60097 2.8583 3.6788 3.7455

u1(A) [×10] -.30048 -1.4158 -1.8356 -1.8723

u2(A) [×10] 1.5024 7.1279 9.1951 9.3634

p(A) -.15465 -.89369 -1.3483 -1.4620

T3E4(II)/T3 E [×103] .57811 2.8220 3.6753 3.7453

u1(A) [×10] -.28905 -1.3979 -1.8338 -1.8721

u2(A) [×10] 1.4453 7.0376 9.1863 9.3629

p(A) -.32372 -.72864 -1.2964 -1.4495



124 Alessandro Reali

Table 5.5. Cook’s membrane. Quadrilateral and triangular elements with λ/µ = 2.
Meshes: 4 × 4, 16 × 16 and 64 × 64.

element geometry element output 4 × 4 16 × 16 64 × 64

quadrilateral Q4E6 E [×10] 2.0606 2.1465 2.1573

u1(A) -9.0798 -9.5273 -9.5718

u2(A) [×10−1] 2.0591 2.1424 2.1510

Q4E6/Q4 E [×10] 2.0741 2.1487 2.1576

u1(A) -9.1495 -9.5387 -9.5737

u2(A) [×10−1] 2.0724 2.1444 2.1513

p(A) [×102] 3.3763 4.4639 4.7070

triangular T3E4(I)/T3 E [×10] 1.5634 2.0911 2.1527

u1(A) -6.3466 -9.2612 -9.5513

u2(A) [×10−1] 1.5631 2.0901 2.1470

p(A) [×102] 1.3276 3.0945 4.2997

T3E4(II)/T3 E [×10] 1.5533 2.0895 2.1525

u1(A) -6.2907 -9.2544 -9.5506

u2(A) [×10−1] 1.5526 2.0887 2.1469

p(A) [×102] .89457 2.5825 4.0269

Table 5.6. Cook’s membrane. Quadrilateral and triangular elements with λ/µ =
2 × 107. Meshes: 4 × 4, 16 × 16 and 64 × 64.

element geometry element output 4 × 4 16 × 16 64 × 64

quadrilateral Q4E6/Q4 E [×10] 1.5705 1.6359 1.6476

u1(A) -6.7483 -7.1747 -7.2393

u2(A) [×10−1] 1.5658 1.6324 1.6428

p(A) [×102] 5.3185 6.6875 7.0606

triangular T3E4(I)/T3 E [×10] 1.2693 1.5995 1.6435

u1(A) -5.0490 -6.9812 -7.2170

u2(A) [×10−1] 1.2662 1.5980 1.6391

p(A) [×102] 2.4461 4.8216 6.4739

T3E4(II)/T3 E [×10] 1.2263 1.5917 1.6424

u1(A) -4.7921 -6.9412 -7.2105

u2(A) [×10−1] 1.2218 1.5909 1.6381

p(A) [×102] .74186 2.0316 4.6121
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Table 5.7. Cook’s membrane. Quadrilateral and triangular elements with λ/µ =
+∞. Meshes: 4 × 4, 16 × 16 and 64 × 64.

element geometry element output 4 × 4 16 × 16 64 × 64

quadrilateral Q4E6/Q4 E [×10] 1.5705 1.6359 1.6476

u1(A) -6.7483 -7.1747 -7.2393

u2(A) [×10−1] 1.5658 1.6324 1.6428

p(A) [×102] 5.3185 6.6875 7.0606

triangular T3E4(I)/T3 E [×10] 1.2693 1.5995 1.6435

u1(A) -5.0490 -6.9812 -7.2170

u2(A) [×10−1] 1.2662 1.5980 1.6391

p(A) [×102] 2.4461 4.8216 6.4739

T3E4(II)/T3 E [×10] 1.2263 1.5917 1.6424

u1(A) -4.7921 -6.9412 -7.2105

u2(A) [×10−1] 1.2218 1.5909 1.6381

p(A) [×102] .74186 2.0316 4.6121

Figure 5.1. Fully constrained block. Problem geometry and boundary conditions.
Undistorted quadrilateral, distorted quadrilateral and triangular meshes.
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Figure 5.2. Fully constrained block. Polynomial load test. L2-norm convergence
rate for u.
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Figure 5.3. Fully constrained block. Polynomial load test. L2-norm convergence
rate for p.
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Figure 5.5. Fully constrained block. Trigonometric load test. L2-norm convergence
rate for u.
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Figure 5.6. Fully constrained block. Trigonometric load test. L2-norm convergence
rate for p.

10
1

10
2

10
−2

10
−1

number of subdivisions per direction

||
u

−
u

h
||

e
n
/|
|u

||
e
n

Q4E6/Q4

Q4E6/Q4 (dist)

T3E4(I)/T3

T3E4(II)/T3

ref. slope (−1)

Figure 5.7. Fully constrained block. Trigonometric load test. Energy-norm conver-
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Figure 5.8. Bending test. Problem geometry, boundary and loading conditions.
Distorted 4 × 4 meshes.

Figure 5.9. Cook’s membrane. Problem geometry, boundary and loading condi-
tions. 8 × 8 meshes.
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5.2 A stability study of some mixed finite elements for large deforma-

tion elasticity problems

Nowadays there are several finite element interpolation schemes which perform very well

(in terms of accuracy and stability) for the case of small deformation problems, also in

the presence of highly constrained situations (i.e. incompressible materials). Examples

with excellent performance range from standard mixed elements (see, for instance, Brezzi

and Fortin [1991]; Bathe [1996]; Hughes [2000] and the references therein) to, as seen in

Section 5.1, enhanced strain elements (see Simo and Rifai [1990]; Reddy and Simo [1995];

Pantuso and Bathe [1995]; Braess [1998]; Auricchio et al. [2005a]).

However, it is also well established that the extension of such schemes to the case of

finite strain problems is by no way trivial; in particular, even elements which seem to be

ideal from a theoretical and a numerical perspective may fail in the large strain range, for

example due to the rising of non-physical instabilities for high compression/tension states

(see for more details Wriggers and Reese [1996]; Pantuso and Bathe [1997]; Armero [2000];

Lovadina and Auricchio [2003]). It is worth recalling that many interesting strategies

have been developed in order to stabilize the methods at hand (cf., for instance, Simo

and Armero [1992]; Nagtegaal and Fox [1996]; Klaas et al. [1999]; Reese et al. [1999];

Reese and Wriggers [2000]; Maniatty et al. [2002]). However, a satisfactory analysis of

finite element methods for finite strain problems is still missing.

According to the cited problematics, the present Section focuses on a simple finite-strain

elastic bidimensional problem for which it is possible not only computing the solution in

closed form but also drawing some indications on the solution stability.

After recalling the general finite strain elasticity framework (Section 5.2.1), we discuss

the proposed 2D continuum problem (Section 5.2.2). We then present some possible finite

element discretizations of the problem under investigation. In particular, we consider the

extension to large deformation of the MINI mixed finite element (see Arnold et al. [1984])

and of the QME mixed-enhanced finite element (see Pantuso and Bathe [1995]), which

have been proved to be stable and well performing in linear elasticity. For both finite

elements we are able to present some theoretical considerations on the stability limits of

the discrete problems, showing that both formulations fail to reproduce the continuum

stability features (Section 5.2.4). Finally, we perform extensive numerical simulations to

investigate the whole stability range of both finite element discretizations (Section 5.2.5).
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5.2.1 The finite strain incompressible elasticity problem

In the following, we adopt the so-called material description to study the finite strain

elasticity problem. Accordingly, we suppose that we are given a reference configuration

Ω ⊂ Rd for a d-dimensional bounded material body B. Therefore, the deformation of B

can be described by means of the map ϕ̂ : Ω → Rd defined by

ϕ̂(X) = X + û(X) , (5.34)

where X = (X1, .., Xd) denotes the coordinates of a material point in the reference

configuration and û(X) represents the corresponding displacement vector. Following

standard notations, we introduce the deformation gradient F̂ = F(û) and the right

Cauchy-Green deformation tensor Ĉ = C(û) by setting

F̂ = I + ∇û , Ĉ = F̂T F̂ , (5.35)

where I is the second-order identity tensor and ∇ is the gradient operator with respect

to the coordinates X.

For a homogeneous neo-Hookean material we define (see for example Bonet and Wood

[1997] and Ciarlet [1978]) the potential energy function as

Ψ(û) =
1

2
µ
[

I : Ĉ− d
]

− µ ln Ĵ +
λ

2
Θ(Ĵ)2 , (5.36)

where λ and µ are positive constants, “ : ” represents the usual inner product for second-

order tensors and Ĵ = det F̂. Moreover, Θ is a real function usually chosen as

Θ(J) = lnJ or Θ(J) = J − 1 . (5.37)

Introducing the pressure-like variable (or simply pressure) p̂ = λΘ(Ĵ), the potential

energy (5.36) can be equivalently written as the following function of û and p̂ (still

denoted with Ψ, with a little abuse of notations)

Ψ(û, p̂) =
1

2
µ
[

I : Ĉ − d
]

− µ ln Ĵ + p̂Θ(Ĵ) − 1

2λ
p̂2 . (5.38)

When the body B is subjected to a given load b = b(X) per unit volume in the reference

configuration, the total elastic energy functional reads as follows

Π(û, p̂) =

∫

Ω

Ψ(û, p̂) −
∫

Ω

b · û . (5.39)

Therefore, following the Hellinger-Reissner variational principle, equilibrium is derived

by searching for critical points of (5.39) in suitable admissible displacement and pressure
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spaces Û and P̂ . The corresponding Euler-Lagrange equations emanating from (5.39)

lead to solve


















































find (û, p̂) ∈ Û × P̂ such that

µ

∫

Ω

[F̂ − F̂−T ] : ∇v +

∫

Ω

p̂ Θ′(Ĵ)Ĵ F̂−T : ∇v =

∫

Ω

b · v ∀v ∈ U

∫

Ω

(

Θ(Ĵ) − p̂

λ

)

q = 0 ∀q ∈ P ,

(5.40)

where U and P are the admissible variation spaces for the displacements and the pres-

sures, respectively. We note that in (5.40) we used that the linearization of the deforma-

tion gradient jacobian is

DJ(û)[v] = J(û)F(û)−T : ∇v = Ĵ F̂−T : ∇v ∀v ∈ U . (5.41)

Without loss of generality, from now on we select Θ(J) = lnJ (see (5.37)). Moreover,

we focus on the case of an incompressible material, which corresponds to take the limit

λ → +∞ in (5.40). Therefore, our problem becomes


















































find (û, p̂) ∈ Û × P̂ such that

µ

∫

Ω

F̂ : ∇v +

∫

Ω

(p̂ − µ)F̂−T : ∇v −
∫

Ω

b · v = 0 ∀v ∈ U

∫

Ω

q ln Ĵ = 0 ∀q ∈ P ,

(5.42)

or, in residual form,


































find (û, p̂) ∈ Û × P̂ such that

Ru((û, p̂),v) = 0 ∀v ∈ U

Rp((û, p̂), q) = 0 ∀q ∈ P ,

(5.43)

where


























Ru((û, p̂),v) := µ

∫

Ω

F̂ : ∇v +

∫

Ω

(p̂ − µ)F̂−T : ∇v −
∫

Ω

b · v

Rp((û, p̂), q) :=

∫

Ω

q ln Ĵ .

(5.44)
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We now derive the linearization of problem (5.42) around a generic point (û, p̂). Observ-

ing that

DF̂−T (û)[u] = −F̂−T (∇u)T F̂−T ∀u ∈ U, (5.45)

we easily get the problem for the infinitesimal increment (u, p)















































































find (u, p) ∈ U × P such that

µ

∫

Ω

∇u : ∇v +

∫

Ω

(µ − p̂)(F̂−1∇u)T : F̂−1∇v

+

∫

Ω

pF̂−T : ∇v = −Ru((û, p̂),v) ∀v ∈ U

∫

Ω

qF̂−T : ∇u = −Rp((û, p̂), q) ∀q ∈ P .

(5.46)

Remark 5.2.1. Since problem (5.46) is the linearization of problem (5.42) (or equiva-

lently (5.43)), it can be interpreted as the generic step of a Newton-like iteration proce-

dure for the solution of the non-linear problem (5.42).

Remark 5.2.2. Taking (û, p̂) = (0, 0) in (5.46), we immediately recover the classical

linear incompressible elasticity problem for small deformations, i.e.



















































Find (u, p) ∈ U × P such that

2µ

∫

Ω

εεε(u) : εεε(v) +

∫

Ω

p div v =

∫

Ω

b · v ∀v ∈ U

∫

Ω

q div u = 0 ∀q ∈ P ,

(5.47)

where εεε(·) denotes the symmetric gradient operator.

5.2.2 A model problem for finite strain incompressible elasticity

In this Section we present a simple bidimensional problem which nonetheless shows some

of the difficulties arising in general nonlinear elastic problems for incompressible materi-

als.
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Figure 5.10. Problem domain Ω.

Using the usual Cartesian coordinates (X, Y ), we consider a square material body whose

reference configuration is Ω = (−1, 1) × (−1, 1); we denote with Γ = [−1, 1] × {1} the

upper part of its boundary, while the remaining part of ∂Ω is denoted with ΓD (cf. Figure

5.2.2). The body Ω is clamped along ΓD and subjected to the volume force b = γf , where

f = (0, 1)T and γ is a real parameter.

Therefore, the equilibrium problem leads to solve the following variational system

(see (5.42))


















































find (û, p̂) ∈ Û × P̂ such that

µ

∫

Ω

F̂ : ∇v +

∫

Ω

(p̂ − µ)F̂−T : ∇v = γ

∫

Ω

f · v ∀v ∈ U

∫

Ω

q ln Ĵ = 0 ∀q ∈ P .

(5.48)

It is not our intention to rigorously specify the regularity needed for the space involved

in the variational formulation (5.48), and we refer to Le Tallec [1982, 1994] for details

on such a point. Instead, we wish to notice that system (5.48) constitutes a set of

nonlinear equations for which a trivial solution can be easily found for every γ ∈ R, i.e.

(û, p̂) = (0, γr), where r = r(X, Y ) = 1 − Y .
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Remark 5.2.3. We are not claiming that, for each γ ∈ R, (û, p̂) = (0, γr) is the only

solution of the system.

Whenever an incremental loading procedure is considered, the passage from γ to γ + ∆γ

in (5.48) is typically solved by a Newton’s technique. Supposing that at γ convergence has

been reached, the first iteration step of Newton’s method with initial guess (û, p̂) = (0, γr)

consists (recalling the linearized problem (5.46)) in solving



















































find (u, p) ∈ U × P such that

2µ

∫

Ω

εεε(u) : εεε(v) − γ

∫

Ω

r(∇u)T : ∇v +

∫

Ω

p divv = ∆γ

∫

Ω

f · v

∫

Ω

q div u = 0 ,

(5.49)

for every (v, q) ∈ U × P . Letting

U =
{

v ∈ H1(Ω)2 : v|ΓD
= 0
}

; P = L2(Ω) , (5.50)

we consider system (5.49) as a model problem for our subsequent considerations. Denoting

with AS the symmetric part of a generic second-order tensor A, introducing the bilinear

forms

aγ(F,G) =: 2µ

∫

Ω

FS : GS − γ

∫

Ω

r FT : G (5.51)

and

b(v, q) =:

∫

Ω

q divv , (5.52)

problem (5.49) can be written as











































find (u, p) ∈ U × P such that

aγ(∇u,∇v) + b(v, p) = ∆γ

∫

Ω

f · v ∀v ∈ U

b(u, q) = 0 ∀q ∈ P .

(5.53)

Therefore, we are clearly facing a typical (parameter-depending) saddle-point problem.

As it is well-established (cf. Brezzi and Fortin [1991]), the crucial properties for the

well-posedness are, together with continuity,
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• the inf-sup condition, i.e. the existence of a positive constant β such that

inf
q∈P

sup
v∈U

b(v, q)

||v||U ||q||P
≥ β ; (5.54)

• the invertibility on the kernel condition, i.e. the existence of a positive constant

α(γ, µ) such that

inf
v∈Ker B

sup
u∈Ker B

aγ(∇u,∇v)

||u||U ||v||U
≥ α(γ, µ) , (5.55)

where

Ker B = {v ∈ U : b(v, q) = 0 ∀q ∈ P} . (5.56)

As far as the inf-sup condition is concerned, it is a classical result that it holds for the

divergence operator. We therefore focus our attention on condition (5.55). In particular,

we will show that the form aγ(·, ·) is coercive on Ker B whenever γ stays in a suitable

range of values. We thus expect that within such choices of the parameters, for the

continuous problem the trivial solution (û, p̂) = (0, γr) is unique and stable.

5.2.3 The stability range

We now investigate on the coercivity on Ker B of aγ(·, ·). More precisely, recalling the

well-known Korn’s inequality, we search for conditions on γ implying the existence of a

constant c(γ, µ) > 0 such that

2µ

∫

Ω

|εεε(v)|2 − γ

∫

Ω

r (∇v)T : ∇v ≥ c(γ, µ)

∫

Ω

|εεε(v)|2 ∀v ∈ Ker B . (5.57)

Since div(∇v)T = 0 for every divergence-free function v (i.e. for every v ∈ Ker B), an

integration by parts gives

2µ

∫

Ω

|εεε(v)|2 − γ

∫

Ω

r (∇v)T : ∇v = 2µ

∫

Ω

|εεε(v)|2 + γ

∫

Ω
∇ r · [∇v]v . (5.58)

Above, the boundary integral arising from integration by parts disappears because of the

boundary conditions on v, and because on Γ the function r = 1 − Y vanishes.

Now, a further integration by parts leads to

γ

∫

Ω
∇ r · [∇v]v = γ

(

−
∫

Ω

H(r)v · v +

∫

Γ

(v · ∇ r)(v · n)

)

, (5.59)
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where n is the outward normal vector and H(r) is the Hessian matrix of the function r.

But r = 1−Y is linear, hence H(r) = 0. On the other hand, on the boundary Γ we have

∇ r = −n, so that we deduce that

γ

∫

Ω
∇ r · [∇v]v = −γ

∫

Γ

(v · n)2 . (5.60)

From (5.57), (5.58) and (5.60) we conclude that our form aγ(·, ·) will be coercive on

Ker B if there exists a constant c(γ, µ) > 0 such that

2µ

∫

Ω

|εεε(v)|2 − γ

∫

Γ

(v · n)2 ≥ c(γ, µ)

∫

Ω

|εεε(v)|2 ∀v ∈ Ker B . (5.61)

By (5.61) we first infer that for γ ≤ 0 we can simply take c(γ, µ) = 2µ. Furthermore,

setting

αM = sup
v∈Ker B

∫

Γ

(v · n)2

∫

Ω

|εεε(v)|2
> 0 , (5.62)

we see that condition (5.61) still holds whenever

γ <
2µ

αM
. (5.63)

Remark 5.2.4. We remark that condition (5.61) cannot hold for arbitrarily large values

of γ. Indeed, let w be a function in KerB which does not vanish on Γ. Hence

∫

Γ

(w · n)2 > 0.

Choosing γ∗ as

γ∗ :=

2µ

∫

Ω

|εεε(w)|2
∫

Γ

(w · n)2
, (5.64)

it follows that

2µ

∫

Ω

|εεε(w)|2 − γ

∫

Γ

(w · n)2 ≤ 0 (5.65)

for all γ ≥ γ∗. As a consequence, coercivity on the kernel surely fails for sufficiently large

values of γ.

We now give an estimate of αM by establishing the following Proposition.
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Proposition 5.2.5. Suppose that Ω = (−1, 1) × (−1, 1). Then αM ≤ 2/3.

The proof for this Proposition is reported in Appendix B.

Remark 5.2.6. We remark that the above estimate of αM is not guaranteed to be

sharp. However, it is sufficient for our subsequent considerations.

To summarize, our analysis shows that the linearized continuous problem (5.49) is well-

posed and positive-definite on the relevant kernel Ker B if

γ ∈
(

−∞,
2µ

αM

)

⊇ (−∞, 3µ) . (5.66)

5.2.4 Discrete stability range: some theoretical results

For a finite analysis of the problem presented in Section 5.2.2, one should obviously focus

on schemes which are reliable at least in the infinitesimal strain regime, otherwise even

the first iteration step will fail. This can be accomplished by considering finite element

methods satisfying the discrete inf-sup condition, as the ones studied in this Section.

As proved in Section 5.2.3, the continuous linearized problems (5.49) are surely stable,

in the sense that both the inf-sup and the coercivity on the kernel conditions hold true,

whenever the parameter γ satisfies

γ ∈ (−∞, 3µ) . (5.67)

On the other hand, the linearized problems (5.49) become unstable for suitable large

values of γ (cf. Remark 5.2.4). We point out that this lack of stability is only addressed

to a failure of the coercivity on the kernel condition. Indeed, for the proposed problem

the inf-sup condition is independent of γ, and therefore it is the same one required for

the small deformation framework.

Since a reliable numerical approximation should be able to correctly reproduce the stabil-

ity properties of the continuous problem, the discussion above highlights the importance

of studying whether or not a given finite element method satisfies a discrete coercivity

on the kernel condition, at least for γ in the range shown by (5.67). With this respect,

we consider the extension to large deformation of the MINI element (cf. Arnold et al.

[1984]) and of the QME element (cf. Pantuso and Bathe [1995, 1997]), rigorously proving

that their stability range are somehow quite different from the continuous problem one.

However, we point out that our theoretical analysis is far from being complete, although
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in accordance with the numerical tests presented in Section 5.2.5.

5.2.4.1 The MINI element.

We now consider the discretized counterpart of problem (5.49), using the MINI element

(cf. Arnold et al. [1984]).

Let Th be a triangular mesh of Ω, h being the mesh size. For the discretization of the

displacement field, we take

Uh =
{

vh ∈ U : vh|T ∈ P1(T )2 + B(T )2 ∀T ∈ Th

}

, (5.68)

where P1(T ) is the space of linear functions on T , and B(T ) is the linear space generated

by bT , the standard cubic bubble function on T . For the pressure discretization, we take

Ph =
{

qh ∈ H1(Ω) : qh|T ∈ P1(T ) ∀T ∈ Th

}

. (5.69)

Therefore, the discretization of problem (5.49) reads as follows.

Find (uh; ph) ∈ Uh × Ph such that:



















































2µ

∫

Ω

εεε(uh) : εεε(vh) − γ

∫

Ω

r (∇uh)T : ∇vh

+

∫

Ω

ph div vh = ∆γ

∫

Ω

f · vh ∀vh ∈ Uh

∫

Ω

qh div uh = 0 ∀qh ∈ Ph .

(5.70)

Introducing the discrete kernel as

Kh =

{

vh ∈ Uh :

∫

Ω

qh div uh = 0 ∀qh ∈ Ph

}

, (5.71)

we are interested in analyzing for which γ there exists a constant cM (γ, µ) > 0 such that

aγ(∇vh,∇vh) ≥ cM (γ, µ)

∫

Ω

| εεε(vh) |2 ∀vh ∈ Kh , (5.72)

where

aγ(∇vh,∇vh) := 2µ

∫

Ω

εεε(vh) : εεε(vh) − γ

∫

Ω

r (∇vh)T : ∇vh . (5.73)
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Figure 5.11. Triangular mesh for the MINI element.

We develop our analysis considering the meshes used for the numerical tests presented in

Section 5.2.5. Therefore Th is built by squares of side 2h, each divided into eight triangles

according with the pattern shown in figure 5.11.

We have the following results.

Proposition 5.2.7. For problem (5.70), the discrete coercivity on the kernel condition

(5.72) does not hold, whenever γ > 3µ/2.

Proposition 5.2.8. For problem (5.70), the discrete coercivity on the kernel condition

(5.72) is satisfied, independently of the mesh size, whenever γ < µ.

The proofs for these Propositions are reported in Appendix B.

5.2.4.2 The QME element.

We now consider the discretized counterpart of problem (5.49), using the QME quadri-

lateral method proposed by Pantuso and Bathe [1997] and based on the Enhanced Strain

Technique. We have already pointed out that this scheme optimally performs in small

deformation regimes, as theoretically proved in Lovadina [1997].
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For our analysis we consider uniform meshes Th formed by equal square elements K with

side length h, as the ones used in the numerical tests of Section 5.2.5.

The Pantuso-Bathe element is described by the following choice of spaces. For the dis-

cretization of the displacement field, we take

Uh =
{

vh ∈ U : vh|K ∈ Q1(K)2 ∀K ∈ Th

}

, (5.74)

where Q1(K) is the standard space of bilinear functions. For the pressure discretization,

we take

Ph =
{

qh ∈ H1(Ω) : qh|K ∈ Q1(K) ∀K ∈ Th

}

. (5.75)

Furthermore, the Enhanced Strain space is described by

Sh =
{

Eh ∈ (L2(Ω))4 : Eh|K ∈ E6(K) ∀K ∈ Th

}

. (5.76)

Above, E6(K) is the space of tensor-valued functions defined on K, spanned by the

following shape functions
[

α1ξ + α2ξη ; α3ξ

α4η ; α5η + α6ξη

]

with αi ∈ R , (5.77)

where (ξ, η) denotes the standard local coordinates on K.

Therefore, the discretization of problem (5.49) reads as follows.

Find (uh,Hh; ph) ∈ (Uh × Sh) × Ph such that






































































2µ

∫

Ω

(∇uh + Hh)S : (∇vh + Eh)S − γ

∫

Ω

r (∇uh + Hh)T : (∇vh + Eh)

+

∫

Ω

ph (div vh + trEh) = ∆γ

∫

Ω

f · vh ∀(vh,Eh) ∈ Uh × Sh

∫

Ω

qh(div uh + trHh) = 0 ∀qh ∈ Ph .

(5.78)

Introducing the discrete kernel as

Kh =

{

(vh,Eh) ∈ Uh × Sh :

∫

Ω

qh(div vh + trEh) = 0 ∀qh ∈ Ph

}

. (5.79)
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we are interested in analyzing for which γ there exists a constant cE(γ, µ) such that

(cf. (5.51))

aγ(∇vh + Eh,∇vh + Eh) ≥ cE(γ, µ)

∫

Ω

(

|εεε(vh)|2 + |Eh|2
)

(5.80)

for every (vh,Eh) ∈ Kh.

We have the following result.

Proposition 5.2.9. For the choice (5.74)–(5.77), the discrete coercivity on the kernel

condition does not hold, whenever γ > µ.

The proof for this Proposition is reported in Appendix B.

5.2.5 Numerical tests

We now study the computational performance of specific finite element interpolations

on the model problem presented in Section 5.2.2. In particular, we wish to numerically

detect the stability range of the elements under investigation and compare such numerical

results with the theoretical ones obtained for the discrete problems in Sections 5.2.4.1-

5.2.4.2 and for the continuous problem in Section 5.2.2.

Besides the interpolations discussed in Sections 5.2.4.1 and 5.2.4.2, for the numerical

investigation we also consider the so-called Q2P1 (see, for instance, Hughes [2000]), since

this is commonly considered as a very stable element. Accordingly, we deal with the

following interpolation schemes:

• MINI – Triangular element with piecewise linear continuous approximation for

both the displacements and the pressure, with the displacements enriched by a

cubic bubble as proposed in Arnold et al. [1984].

• QME – Quadrilateral element with piecewise bilinear continuous approximation

for both the displacements and the pressure, enriched by the enhanced strains as

proposed in Pantuso and Bathe [1997].

• Q2P1 – Quadrilateral element with piecewise biquadratic continuous approxima-

tion for the displacements and piecewise linear approximation for the pressure.

All the schemes have been implemented in FEAP (see Taylor [2001]). The model prob-

lem is sketched in Figure 5.2.2, and, assuming to express respectively forces and lengths
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in KN and m, we set µ = 40 and f = (0, γ)T , where γ plays the role of load multiplier.

In particular, we find convenient to express the numerical results in terms of the nondi-

mensional quantity γ̃ defined as γ̃ = γL/µ with L some problem characteristic length,

in the following set equal to 1 for simplicity and consistent with the model problem.

For a given interpolation scheme and for a given mesh, to detect numerically the element

stability range we progressively increase the load multiplier γ, adopting an iterative

Newton-Raphson scheme to obtain the solution corresponding to the single load value

from the solution corresponding to the previous load value. In particular, we increase the

load multiplier until some form of numerical instabilities appears; we indicate the load

multiplier corresponding to the appearance of numerical instabilities with γcr and its cor-

responding nondimensional multiplier with γ̃cr. To investigate very large load multiplier

intervals, we adopt different increments ∆γ depending on the load level (Table 5.8).

Clearly, the analyses are performed starting from γ̃ = 0 for both positive and negative

loading conditions, i.e. for γ̃ < 0 and γ̃ > 0. Finally, if we do not detect numerical

instabilities even for extremely large values of the load multiplier (γ̃ > 106) we set

γ̃cr = ∞.

Tables 5.9, 5.10 and 5.11 report the stability limits for the different interpolation schemes

considered. From the tables we may make the following observations.

• The theoretical predictions for the MINI interpolation scheme are that the discrete

problem is stable for −∞ < γ̃ < 1 and unstable for γ̃ > 3/2 (cf. Propositions

5.2.7 and 5.2.8). The results presented in Table 5.9 show that the corresponding

numerical problem is stable for −∞ < γ̃ < 1, unstable for γ̃ > 3/2. In particular,

the stability upper limit approaches monotonically 1 from above during the mesh

refinement (i.e. for h → 0). Accordingly, for the MINI interpolation scheme the

numerical results of Table 5.9 confirm the theoretical predictions.

• The theoretical predictions for the QME interpolation scheme are that for suffi-

ciently small h the discrete problem is unstable for γ̃ > 1 (cf. Proposition 5.2.9).

The results presented in Table 5.10 seem to indicate that for sufficiently small h

the corresponding numerical problem is stable for −∞ < γ̃ < 1 and unstable for

γ̃ > 1. In particular, the stability lower limit is decreasing almost linearly with h,

approaching −∞ for h → 0, while the stability upper limit is about 1 but it does

not seem to have a smooth convergence. Accordingly, also for the QME interpola-

tion scheme the numerical results presented in Table 5.10 confirm the theoretical

predictions.



Advanced computational techniques for the study of traditional and innovative seismic devices 143

• We do not have theoretical prediction for the Q2P1 discrete problem, except the

trivial one telling that the problem is stable in the range −1 < γ̃ < 1 (cf. the

proof of Proposition 5.2.8, at the beginning). However, the results presented in

Table 5.11 and relative to the Q2P1 interpolation scheme seem to indicate that

independently of h the numerical problem is stable for −∞ < γ̃ < ∞. However,

we note that during the analyses the finite element code FEAP gives a warning

about a change in the stiffness matrix properties for γ̃ approximatively in the range

[1, 3/2]. We believe that this point could be of interest, however it requires further

investigations.

Finally, we recall that the continuous problem is stable at least for −∞ < γ̃ < 3

(see (5.66)), and that for a sufficiently large value of γ̃ the problem gets unstable (see

Remark 5.2.4). Therefore, we may conclude that all the interpolation schemes fail in

properly detecting the stability range of the continuous problem. In particular, the MINI

interpolation scheme seems to be the most effective in the sense that it is the element

able to reproduce more closely (but still in a deficient form) the continuum problem; the

QME interpolation scheme seems to be too “flexible” while the Q2P1 seems to be too

“stiff”.

5.2.6 Conclusive considerations for Section 5.2

We have proposed in this Section a simple 2D finite strain problem depending on a load-

ing parameter, for which a trivial solution can be easily computed. We have proved the

stability of such a solution whenever the loading parameter stays in a suitable range of

values. Furthermore, we have considered and analyzed the problem discretization by

means of some mixed finite elements, which are known to optimally behave in the frame-

work of small deformation problems. In particular, we have proved that the elements fail

to properly detect the problem stability range. We have also presented several numerical

experiments, in accordance with our theoretical predictions.

Table 5.8. Load increments ∆γ (depending on the load level γ) for the Newton-
Raphson scheme.

∆γ = 10−1 up to γ = 102

∆γ = 1 up to γ = 103

∆γ = 10 up to γ = 104

∆γ = 102 up to γ = 105

∆γ = 103 up to γ = 106
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Table 5.9. MINI element: numerical stability limits for the model problem.

mesh γ̃−

cr γ̃+
cr

4 × 4 −∞ 1.28

8 × 8 −∞ 1.22

16 × 16 −∞ 1.19

32 × 32 −∞ 1.18

64 × 64 −∞ 1.17

128 × 128 −∞ 1.12

Table 5.10. QME element: numerical stability limits for the model problem.

mesh γ̃−

cr γ̃+
cr

4 × 4 -52.8 1.21

8 × 8 -150 1.07

16 × 16 -335 0.998

32 × 32 -723 0.978

64 × 64 -1480 0.980

128 × 128 -2980 0.983

Table 5.11. Q2P1 element: numerical stability limits for the model problem.

mesh γ̃−

cr γ̃+
cr

4 × 4 −∞ +∞
8 × 8 −∞ +∞

16 × 16 −∞ +∞
32 × 32 −∞ +∞
64 × 64 −∞ +∞

128 × 128 −∞ +∞



6. CONCLUSIONS

Since numerical tools more and more find wide applications in engineering providing

powerful modeling bases for design and diagnosis, in this work we have investigated

different issues related to computational methods which can be useful in the continuously

developing field of earthquake engineering.

Accordingly, in Chapter 2 we have presented a brief overview of significative problems

dealing with reliable seismic device modeling as well as with new seismic design frontiers,

and we have identified some interesting topics to be deeper studied within this context as

geometric nonlinearities, inelasticity, incompressibility, mesh and geometry complexity.

We have then presented some methods able to overcome part of these difficulties; in

particular, the treated issues (each discussed in one of the subsequent Chapters) have

been:

- isogeometric analysis for structural dynamics;

- shape memory alloys for earthquake engineering: applications and modeling;

- mixed-enhanced strain techniques for the study of incompressibility and geometric

nonlinearities.

In Chapter 3, we have treated the application to structural dynamics of isogeometric

analysis, a new technique based on Non-Uniform Rational B-Splines (NURBS), recently

proposed by Hughes et al. [2005] and able to give good results in many fields as well as

to work with exact geometry (i.e., no approximation through a mesh is required). When

applied to the study of structural vibration, taking advantage of its basis function high

continuity and point-wise positivity (implying mass matrix element-wise positivity), this

method has shown very good and promising results in a variety of problems. First case

studies have been truss and frame elements, membranes and plates. As compared with

analogous classical finite element results, the method has exhibited a superior behaviour.

Another investigated issue has been the possibility of developing, in a natural way, one-

and two-dimensional rotation-free thin bending elements. The problem of the imposition
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of boundary conditions on rotations both weakly and with Lagrange multipliers has been

discussed and proved to be effective for rotation-free beam elements. Moreover, the exact

geometry property of the method has been investigated on a three-dimensional circular

problem. In this example, the capability of this technique of studying thin bending struc-

tures (a plate in this case) by means of 3D solid elements has been tested, obtaining again

good results. Finally, isogeometric analysis has been employed to study a geometrically

complicated real problem, the NASA Aluminium Testbed Cylinder, for which extensive

experimental modal results were available for single members as well as for the whole

structure. The good agreement between numerical and experimental results has high-

lighted once more the great potential of the method.

Since all of these preliminary results have shown that this technique could be an impor-

tant tool in the framework of structural vibration study, more research in this context is

needed for the future. Required interesting issues are deeper studies on different para-

metrizations (in particular to avoid the appearance of so-called “outlier frequencies”, i.e.

discrete spectrum “optical” branches) and on lumped mass formulations.

Further details on this piece of research may be found in Reali [2004, 2005] and Cottrell

et al. [2005a,b].

In Chapter 4 the issue of shape memory alloys (SMAs) in earthquake engineering has

been considered. After an introduction to SMAs and their general applications, the state-

of-the-art of studies and use of such smart material in the field of earthquake engineering

has been discussed. The potential of SMA properties has been shown to be promising

and intriguing for different seismic applications and the need for an exhaustive modeling

has been highlighted as well. Accordingly, a new 3D constitutive model for describing the

macroscopic behaviour of SMAs has been proposed. With respect to the existing models

considered as a starting point (i.e. Souza et al. [1998] and Auricchio and Petrini [2004a]),

the new one is able to describe SMA macroscopic behaviours taking into account also

permanent inelasticity effects. Such effects can be introduced both with saturating or

non-saturating evolution and also degradation can be included. Many numerical experi-

ments have been presented in order to show and assess the model performances both in

uniaxial and non-proportional multi-axial problems, all of them giving good results.

A required future development is the implementation of such a model in a finite element

framework in order to be able to model and simulate the behaviour of an entire SMA

seismic device.

More details on the model and on its simplified one-dimensional formulation may be

found in Auricchio and Reali [2005a,b] (1D) and in Auricchio et al. [2005d] (3D).
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Finally, in the last Chapter we have studied solutions for incompressibility and large

strain elasticity problems in the framework of mixed-enhanced strain techniques. The

Chapter has been divided into two parts.

In the first one, the mixed-enhanced strain technique has been investigated within the

context of the u/p formulation for compressible, nearly incompressible and incompressible

linear elasticity problems. A general theoretical analysis has been developed, extending

the results presented by Lovadina [1997]; in particular, optimal uniform error bounds

for the L2-norm of the displacements are proved. Moreover, several numerical tests

on triangular and quadrilateral elements have been presented in order to assess the

computational performances of the finite elements under investigation. In particular,

numerical results have confirmed the convergence rates predicted by the theory.

In the second part, a simple 2D finite strain problem depending on a loading parameter,

for which a trivial solution can be easily computed, has been considered. The stability of

such a solution has been proved whenever the loading parameter stays in a suitable range

of values. Furthermore, the problem discretization has been considered and analyzed by

means of some mixed finite elements (including the best performing mixed-enhanced

element of the previous part), which are known to optimally behave in the framework

of small deformation problems. In particular, the elements have been proved to fail in

properly detecting the problem stability range. Several numerical experiments have also

been presented, all of them showing results in accordance with the theoretical predictions.

Future developments can be the extension from two to three dimensions and deeper

studies on the large strain problem in order to find “cures” for the investigated finite

elements, to make their stability range closer to the one for the continuous problem. A

promising approach in this direction is the stabilization of the mixed-enhanced strain

technique in the fashion of Maniatty et al. [2002]. Furthermore, the identification of

other model problems as the one presented herein could constitute an important tool for

the study of finite element stability in the large strain regime.

Further information on these topic can be found in Auricchio et al. [2004, 2005a,b].
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A. COMPUTATION OF THE ISOGEOMETRIC
ANALYSIS ORDER OF ACCURACY FOR THE

ROD PROBLEM

Starting from the analytical expressions for the normalized discrete spectra obtained pre-

viously, it is possible to compute their order of accuracy by means of Taylor’s expansions.

In the following we show the computation of the order of accuracy for the rod problem

using both consistent and lumped mass formulations and employing quadratic and cubic

NURBS.

A.1 Order of accuracy employing quadratic NURBS and consistent

mass

The analytical expression for the normalized discrete spectrum in this case is:

ωh

ω
=

1

ωh

√

20(2 − cos(ωh) − cos2(ωh))

16 + 13 cos(ωh) + cos2(ωh)
. (A.1)

First, we make use of the expansion cos(x) ∼ 1 − x2/2 + x4/4! − x6/6!, obtaining after

simple computations:

ωh

ω
∼

1

ωh

√

√

√

√

√

√

√

√

30(ωh)2 −
15

2
(ωh)4 +

11

12
(ωh)6

30 −
15

2
(ωh)2 +

7

8
(ωh)4

, (A.2)

which can be rewritten as:

ωh

ω
∼

√

N

D
, (A.3)

with N and D defined as follows:

N = 30 −
15

2
(ωh)2 +

11

12
(ωh)4,

D = 30 −
15

2
(ωh)2 +

7

8
(ωh)4.

(A.4)
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Expression (A.3) can be written as:

ωh

ω
∼

√

√

√

√

√

√

1

1 +
D − N

N

(A.5)

and, using the expansions
1

1 + x
∼ 1 − x and

√
1 − x ∼ 1 − x/2, it gives rise to:

ωh

ω
∼ 1 +

N − D

2N
. (A.6)

Finally, substituting the expressions (A.4) for N and D, we get that:

ωh

ω
∼ 1 +

(ωh)4

1440
, (A.7)

which reveals that the order of accuracy is equal to 4.

Figure A.1 shows that, for low frequencies, the normalized discrete spectrum has the

same behaviour of the function 1 + (ωh)4/1440 (recall: ωh = πn/nel).

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
1

1.001 

n/N

ω
h n
/ω

n

discrete spectrum

1+(ωh)
4
/1440

Figure A.1. Rod problem: normalized discrete spectrum using quadratic NURBS
versus 1 + (ωh)4/1440 for low frequencies.
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A.2 Order of accuracy employing cubic NURBS and consistent mass

Using cubic NURBS, the normalized discrete spectrum is represented by:

ωh

ω
=

1

ωh

√

42(16 − 3 cos(ωh) − 12 cos2(ωh) − cos3(ωh))

272 + 297 cos(ωh) + 60 cos2(ωh) + cos3(ωh)
. (A.8)

Expanding cos(ωh) and repeating the same computations as before, we obtain that:

ωh

ω
∼ 1 +

(ωh)6

60480
, (A.9)

so the order of accuracy in this case is 6 and Figure A.2 confirms this result.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
1

1.000005

n/N

ω
h n
/ω

n

discrete spectrum

1+(ωh)
6
/60480

Figure A.2. Rod problem: normalized discrete spectrum using cubic NURBS versus
1 + (ωh)6/60480 for low frequencies.

A.3 Order of accuracy employing lumped mass

Similarly to what have been done in the case of consistent mass, also using a lumped mass

formulation it is possible to compute the analytical expression for the discrete spectrum

arising from the generic interior element equations. In this way, employing quadratic

NURBS, we obtain:

ωh

ω
=

1

ωh

√

2

3
(2 − cos(ωh) − cos2(ωh)), (A.10)
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while with cubic NURBS we get:

ωh

ω
=

1

ωh

√

1

15
(16 − 3 cos(ωh) − 12 cos2(ωh) − cos3(ωh)). (A.11)

In this case, these analytical expressions do not reproduce the behaviour of (almost) the

whole numerical spectra, but only of their part before the discontinuous derivative point,

as shown in Figure A.3.
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analytical, p=3
numerical, p=3

Figure A.3. Rod problem: analytical versus numerical discrete spectrum computed
using quadratic and cubic NURBS; lumped mass formulation.

But when we compute the order of accuracy we are interested only in the very low

frequency part of the spectrum, so we can carry out the same computation as before.

Hence, by means of Taylor expansions, we obtain, using quadratic NURBS:

ωh

ω
∼ 1 −

(ωh)2

8
(A.12)

and using cubic NURBS:

ωh

ω
∼ 1 −

(ωh)2

6
. (A.13)

We remark that increasing the order p we do not achieve a better order of accuracy (it

is always equal to 2).

Finally Figures A.4 and A.5 confirm the validity of expressions (A.12) and (A.13), re-

spectively.
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Figure A.4. Rod problem: normalized discrete spectrum using cubic NURBS versus
1 − (ωh)2/8 for low frequencies; lumped mass formulation.
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Figure A.5. Rod problem: normalized discrete spectrum using cubic NURBS versus
1 − (ωh)2/6 for low frequencies; lumped mass formulation.





B. PROOFS FOR PROPOSITIONS AND
THEOREMS OF CHAPTER 5

B.1 Proof for Proposition 5.1.3

Fix (vh, τ̃ h, qh) ∈ Vh ×Eh ×Ph. We first notice that the inf-sup condition (5.10) implies

the existence of (zh, ρ̃h) ∈ Vh × Eh such that

⌊⌉(zh, ρ̃ h)⌊⌉ ≤ β−1|qh|0 , bh(zh, ρ̃h; qh) = |qh|20 . (B.1)

We will choose

(wh, σ̃ h, rh) = (vh, τ̃ h, qh) + δ(zh, ρ̃h, 0)

where δ is a positive parameter still at our disposal. We have

Ah(vh, τ̃ h, qh ; wh, σ̃ h, rh) = Ah(vh, τ̃ h, qh ; vh, τ̃ h, qh)

+δ Ah(vh, τ̃ h, qh ; zh, ρ̃h, 0) (B.2)

Using (5.11) and (5.14) it follows

Ah(vh, τ̃ h, qh ; wh, σ̃ h, rh) ≥ C1⌊⌉(vh, τ̃ h)⌊⌉2

+δ Ah(vh, τ̃ h, qh ; zh, ρ̃h, 0) . (B.3)

Furthermore, using (B.1) and Young’s inequality, we obtain for every δ1 > 0

Ah(vh, τ̃ h, qh ; zh, ρ̃h, 0) = 2µ
(

ε(vh) + τ̃ h, ε(zh) + ρ̃ h

)

+|qh|20

≥ −
C2δ1

2
⌊⌉(vh, τ̃ h)⌊⌉2 +

(

1 −
C2β

−2

2δ1

)

|qh|20 . (B.4)
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Taking δ1 = C2β
−2 we have

Ah(vh, τ̃ h, qh ; zh, ρ̃h, 0) ≥ −C2
2β−2

2
⌊⌉(vh, τ̃ h)⌊⌉2 +

1

2
|qh|20 . (B.5)

From (B.3) and (B.5) we obtain

Ah(vh, τ̃ h, qh ; wh, σ̃ h, rh) ≥
(

C1 − δ
C2

2β−2

2

)

⌊⌉(vh, τ̃ h)⌊⌉2 +
δ

2
|qh|20 . (B.6)

Therefore, choosing δ > 0 sufficiently small we get (5.17). The continuity condition (5.16)

is straightforward.

B.2 Proof for Theorem 5.1.4

Take (vh, qh) ∈ Vh × Ph and consider (uh − vh, ε̃h, ph − qh). From Proposition 5.1.3,

there exists (wh, σ̃ h, rh) ∈ Vh × Eh × Ph such that

|‖(wh, σ̃ h, rh)‖| ≤ c1|‖(uh − vh, ε̃h, ph − qh)‖| , (B.7)

Ah(uh − vh, ε̃ h, ph − qh ; wh, σ̃ h, rh) ≥ c2|‖(uh − vh, ε̃h, ph − qh)‖|2 . (B.8)

Moreover, it is easily seen that

Ah(uh − vh, ε̃ h, ph − qh ; wh, σ̃ h, rh) = 2µ
(

ε(u− vh), ε(wh) + σ̃ h

)

+(p − qh, div wh + tr σ̃ h) − (rh, div(u− vh)) + λ−1(p − qh, rh)

−2µ
(

ε(u), σ̃ h

)

− (p, tr σ̃ h) . (B.9)

We only treat the last two terms, since the others can be handled in a standard way. Let

us denote with Πε(u) (resp. Πp) the L2-projection of ε(u) (resp. p) over the piecewise

polynomial functions of order up to k − 1. Using (5.13), (5.18) and usual approximation

results, we have

(

ε(u), σ̃ h

)

=
(

ε(u) − Πε(u), σ̃ h

)

≤ Chk|u |k+1| σ̃ h |0 ≤ Chk| σ̃ h |0 (B.10)

and

(p, tr σ̃ h) = (p − Πp, tr σ̃ h) ≤ Chk|p|k| σ̃ h |0 ≤ Chk| σ̃ h |0 . (B.11)
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From (B.7)–(B.9) we thus obtain

|‖(uh − vh, ε̃h, ph − qh)‖| ≤ C1

(

inf
vh∈Vh

||u− vh ||1 + inf
qh∈Ph

|p − qh|0
)

+ C2h
k . (B.12)

Error estimate (5.19) now follows from (5.7)–(5.8), Korn’s inequality, assumption (5.12),

(5.18) and the triangle inequality.

B.3 Proof for Proposition 5.1.7

Take γ = u−uh and v = u−uh in the first equation of (5.21). We obtain

||ϕ ||2 + ||s||1 ≤ C|u−uh |0 (cf. (5.22)) (B.13)

and

|u−uh |20 = 2µ
(

ε(u−uh), ε(ϕ)
)

+(s, div(u−uh)) . (B.14)

Let ϕI ∈ Vh (resp. sI ∈ Ph) be an interpolant of ϕ (resp. s) satisfying (see Ciarlet

[1978])










||ϕ−ϕI ||1 ≤ Ch|ϕ |2 ,

|s − sI |0 ≤ Ch|s|1 .

(B.15)

Taking into account that (u, p) solve (5.2) and (uh, ε̃ h, ph) solve (5.5), we get

−2µ
(

ε(u−uh), ε(ϕI)
)

−(p − ph, div ϕI) + 2µ
(

ε̃h, ε(ϕI)
)

= 0 . (B.16)

Similarly, we have

−(sI , div(u−uh)) + λ−1(p − ph, sI) + (sI , tr ε̃h) = 0 . (B.17)

From (B.14)–(B.17) we obtain

|u−uh |20 = 2µ
(

ε(u−uh), ε(ϕ−ϕI)
)

+(s − sI , div(u−uh))

−(p − ph, div ϕI) + λ−1(p − ph, sI)

+2µ
(

ε̃h, ε(ϕI)
)

+ (sI , tr ε̃h) . (B.18)
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Moreover, since div ϕ−λ−1 s = 0 we have

|u−uh |20 = 2µ
(

ε(u−uh), ε(ϕ−ϕI)
)

+(s − sI , div(u−uh))

−(p − ph, div(ϕI −ϕ)) + λ−1(p − ph, sI − s)

+2µ
(

ε̃h, ε(ϕI)
)

+ (sI , tr ε̃ h)

= T1 + T2 + T3 + T4 + T5 + T6 . (B.19)

Estimates (5.20), (B.15), Cauchy-Schwarz inequality, and (B.13) lead to

T1 ≤ 2µ| ε(u−uh)|0| ε(ϕ−ϕI)|0 ≤ Chk+1|ϕ |2 ≤ Chk+1|u−uh |0 . (B.20)

The terms T2–T4 can be handled in the same way to obtain

Ti ≤ Chk+1|u−uh |0 i = 1, .., 4 . (B.21)

To treat T5 and T6 we notice that, due to (5.13), we have

T5 + T6 = 2µ
(

ε̃ h, ε(ϕI) − ε(ϕ)
)

+ 2µ
(

ε̃h, ε(ϕ) − ε(ϕ)
)

+(sI − s, tr ε̃h) + (s − s, tr ε̃h) , (B.22)

where ε(ϕ) (resp. s) is the L2-projection of ε(ϕ) (resp. s) over the piecewise con-

stant functions. Recalling that | ε̃h |0 ≤ Chk (cf. (5.20)), Cauchy-Schwarz inequality,

bounds (B.15) and (B.13) lead to

T5 + T6 ≤ Chk+1|u−uh |0 . (B.23)

Estimate (5.23) is now a consequence of (B.19), (B.21) and (B.23).

B.4 Proof for Proposition 5.1.7

First of all, notice that by construction conditions (5.12) and (5.13) are satisfied with

k = 1. Moreover, take vh ∈ Vh and τ̃ h ∈ E1
h. The symmetric gradient ε(vh) is constant

on each T ∈ Th, so that
∫

Ω

ε(vh) : τ̃ h = 0 . (B.24)
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It turns out that condition (5.11) holds, with θ = 0. It remains to verify the inf-sup

condition (5.10). To this end, we will use Fortin’s criterion (cf. Brezzi and Fortin [1991]).

In our framework, we thus want to build a linear operator Πh : V → Vh × E1
h such that

⌊⌉Πhv⌊⌉ ≤ C||v||1 ∀v ∈ V (B.25)

and

bh(Πhv; qh) =

∫

Ω

qh div v ∀v ∈ V , ∀qh ∈ Ph . (B.26)

We first define Π1 : V → Vh as the standard Clément’s operator (cf. Clément [1975]).

Next, we search for a linear operator Π2 : V → Vh × E1
h such that

bh(Π2v; qh) =

∫

Ω

qh div v ∀v ∈ V , ∀qh ∈ Ph . (B.27)

Given v ∈ V , we will set Π2v = (0, σ̃ h) ∈ Vh × E1
h, for a suitable σ̃ h dependent on v.

Therefore, the operator Π2 will be valued only on E1
h and condition (B.27) specializes as

∫

Ω

qh tr σ̃ h =

∫

Ω

qh div v ∀v ∈ V , ∀qh ∈ Ph . (B.28)

Since the pressure interpolation is continuous, from (B.28) we see that we need to solve:

Given v ∈ V , find σ̃ h ∈ E1
h such that

∫

Ω

qh tr σ̃ h = −
∫

Ω
∇ qh · v ∀qh ∈ Ph . (B.29)

On each T ∈ Th, we locally define σ̃ h by taking σ̃ T as the unique solution in E1
4 (T )

(cf. (5.28)) of


















σ̃ T
D := σ̃ T − tr σ̃ T

2
δ = 0

∫

T

q1 tr σ̃ T = −
∫

T
∇ q1 · v ∀q1 ∈ P1(T )/R .

(B.30)

Setting qh as the L2-projection of qh over the piecewise constant functions, by prop-

erty (5.13) and (B.30) we have
∫

Ω

qh tr σ̃ h =

∫

Ω

(qh − qh) tr σ̃ h =
∑

T∈Th

∫

T

(qh − qh) tr σ̃ T

= −
∑

T∈Th

∫

T
∇(qh − qh) · v = −

∑

T∈Th

∫

T
∇ qh · v

= −
∫

Ω
∇ qh · v ∀qh ∈ Ph , (B.31)
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i.e. σ̃ h ∈ E1
h is a solution of system (B.29). Hence, the operator Π2 : V → Vh × E1

h

defined by Π2v = (0, σ̃ h) satisfies (B.27).

Moreover, taking q1 = tr σ̃ T in (B.30) (notice that this is always possible since tr E1
4(T ) =

P1(T )/R), by Cauchy-Schwarz inequality and a scaling argument we get

| tr σ̃ T |20,T = −
∫

T
∇(tr σ̃ T ) · v ≤ |v|0,T | ∇(tr σ̃ T )|0,T

≤ Ch−1
T |v|0,T | tr σ̃ T |0,T . (B.32)

Since σ̃ T
D = 0, it follows | tr σ̃ T |0,T =

√
2| σ̃ T |0,T . Therefore, from (B.32) we obtain

| σ̃ T |0,T ≤ Ch−1
T |v|0,T . (B.33)

If we set

Πhv = Π2(v − Π1v) + Π1v ∀v ∈ V ,

from (B.27), (B.33) and the features of Clément’s operator Π1, it is easily seen that Πh

verifies (B.25) and (B.26). The proof is complete.

B.5 Proof for Proposition 5.2.5

Take v = (v1, v2) ∈ (Ker B)∩C1(Ω̄) and observe that on Γ we have v ·n = v2. Therefore

∫

Γ

(v · n)2 =

∫

Γ

|v2|2. (B.34)

Since for every X ∈ [−1, 1] it holds v2(X,−1) = 0, we get

v2(X, 1) =

∫ 1

−1

v2,Y (X, Y )dY .

Hence, the Cauchy-Schwarz inequality gives

∫

Γ

|v2|2 ≤ 2

∫

Ω

|v2,Y |2 . (B.35)

Using div v = 0, we obtain

∫

Γ

|v2|2 ≤
∫

Ω

|v1,X |2 +

∫

Ω

|v2,Y |2 ≤
∫

Ω

| ε11(v) |2 +

∫

Ω

| ε22(v) |2 (B.36)

for all v ∈ (Ker B) ∩ C1(Ω̄).
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Figure B.1. Oriented paths γ1

X and γ2

X on Ω.

Before proceeding, we need to introduce some notation. For every point P = (X, 1)

with X ∈ [−1, 1], we define the oriented rectilinear path from point P 1
X to point P (see

Fig. B.1), parametrized by

γ1
X(s) = (−1 + s/

√
2,−X + s/

√
2) s ∈ [0,

√
2(X + 1)] , (B.37)

and with unit tangent vector

τ 1 = (1/
√

2, 1/
√

2) . (B.38)

Similarly, for every X ∈ [−1, 1], we define the oriented rectilinear path from point P 2
X to

point P (see Fig. B.1), parametrized by

γ2
X(s) = (1 − s/

√
2, X + s/

√
2) s ∈ [0,

√
2(1 − X)] , (B.39)

and with unit tangent vector

τ 2 = (−1/
√

2, 1/
√

2) . (B.40)

Moreover, we introduce the union path γX = γ1
X ∪{−γ2

X} going from point P 1
X to point

P 2
X .

For all X ∈ [−1, 1], it clearly holds

v2(X, 1) =
1√
2
v(X, 1) · τ 1 +

1√
2
v(X, 1) · τ 2 . (B.41)

Observing that v vanishes on {−1}× [−1, 1] and integrating along γ1
X , the first term in
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the right-hand side of (B.41) can be written as

v(X, 1) · τ 1 =

∫

√
2(X+1)

0
∇(v · τ 1)(γ

1
X(s)) · τ 1 ds , (B.42)

which, after some simple algebra, gives

v(X, 1) · τ 1 =

∫

√
2(X+1)

0

εεε
(

v(γ1
X(s))

)

τ 1 · τ 1 ds . (B.43)

Recalling that div v = 0, it is easy to see that in Ω we have

εεε(v)τ 1 · τ 1 = ε12(v) . (B.44)

Using (B.44) and (B.43), we obtain

v(X, 1) · τ 1 =

∫

√
2(X+1)

0

ε12(γ
1
X(s)) ds , (B.45)

or, in more compact form,

v(X, 1) · τ 1 =

∫

γ1
X

ε12(v) . (B.46)

Treating similarly the second term in the right-hand side of (B.41), but using the path

γ2
X , it can be shown that

v(X, 1) · τ 2 = −
∫

γ2
X

ε12(v) . (B.47)

Recalling (B.41), from (B.46) (B.47) we get

v2(X, 1) =
1√
2

(

∫

γ1
X

ε12(v) −
∫

γ2
X

ε12(v)
)

=
1√
2

∫

γ
X

ε12(v) , (B.48)

so that we obtain

∫

Γ

| v2 |2=
∫ 1

−1

| v2(X, 1) |2 dX =
1

2

∫ 1

−1

∣

∣

∣

∣

∣

∫

γ
X

ε12(v)

∣

∣

∣

∣

∣

2

dX . (B.49)

From (B.49) and observing that | γ1
X | + | γ2

X |= 2
√

2 for all X ∈ [−1, 1], the Cauchy-

Schwarz inequality yields

∫

Γ

| v2 |2≤
√

2

∫ 1

−1

(

∫

γ
X

| ε12(v) |2
)

dX . (B.50)
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Setting

Ω1 =
{

(X, Y ) ∈ Ω : Y ≥ X
}

Ω2 =
{

(X, Y ) ∈ Ω : Y ≥ −X
}

, (B.51)

we easily get, using a simple change of variables,

∫ 1

−1

∫

γ1
X

| ε12(v) |2=
√

2

∫

Ω1

| ε12(v) |2≤
√

2

∫

Ω

| ε12(v) |2 , (B.52)

and
∫ 1

−1

∫

γ2
X

| ε12(v) |2=
√

2

∫

Ω2

| ε12(v) |2≤
√

2

∫

Ω

| ε12(v) |2 . (B.53)

From (B.50), splitting the integral on γX into the contributions on γ1
X and γ2

X , using

bounds (B.52)-(B.53) we obtain

∫

Γ

| v2 |2≤ 4

∫

Ω

| ε12(v) |2 . (B.54)

Recalling (B.34), from (B.36) and (B.54) it follows

∫

Γ

|v · n|2 ≤ 2

3

∫

Ω

| εεε(v) |2 (B.55)

for all v ∈ (Ker B) ∩ C1(Ω̄).

By density the same estimate holds in Ker B, so that

αM = sup
v∈Ker B

∫

Γ

(v · n)2

∫

Ω

|εεε(v)|2
≤ 2

3
, (B.56)

which concludes the proof.

B.6 Proof for Proposition 5.2.7

Take any two adjacent triangles T1 and T2, both with a side contained in [−1, 1]× {−1}
(see Fig. 5.11). Consider the function wh = (w1, w2) ∈ Uh defined as

w1 = 0 ; w2 =















bT1
on T1

−bT2
on T2

0 otherwise .

(B.57)
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It is easy to see that
∫

Ω

qh div wh =

∫

T1∪T2

qh div wh = −
∫

T1∪T2

∇qh · wh = 0 ∀qh ∈ Ph , (B.58)

so that wh ∈ Kh. From (5.73) and (B.57), we get

aγ(wh,wh) = 2µ

∫

T1∪T2

[

(w2,Y )2 +
1

2
(w2,X)2

]

− γ

∫

T1∪T2

(1 − Y ) (w2,Y )2 . (B.59)

Using that for our particular mesh it holds
∫

T

(bT,Y )2 =

∫

T

(bT,X)2 ∀T ∈ Th , (B.60)

and noting that on T1∪T2 we obviously have Y < h−1, from (B.57) and (B.59) it follows

aγ(w,w) ≤
(

3µ − (2 − h)γ
)

∫

T1∪T2

(w2,Y )2 . (B.61)

Therefore the form aγ(·, ·) fails to be coercive on Kh whenever γ and h are such that

3µ − (2 − h)γ ≤ 0 . (B.62)

It follows that, for γ > 3µ/2, the coercivity on the kernel breaks down, provided h is

sufficiently small.

B.7 Proof for Proposition 5.2.8

It is easy to check that, for −µ < γ < µ and −1 < Y < 1, there exists a constant c > 0

such that

2µAS : AS − γrAT : A ≥ c | AS |2 (B.63)

for every second order tensors A. From the pointwise positivity property (B.63) it easily

follows that, for −µ < γ < µ, the bilinear form (see (5.73))

aγ(∇u,∇v) = 2µ

∫

Ω

εεε(u) : εεε(v) − γ

∫

Ω

r (∇u)T : ∇v (B.64)

is coercive on the whole space U (and therefore in particular for Kh ⊆ Uh ⊆ U).

We will now prove that for vh ∈ Kh it holds
∫

Ω

r (∇vh)T : ∇vh ≥ 0 . (B.65)
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Once estimate (B.65) has been established, also for γ < 0 the coercivity property (5.72)

immediately follows, and the proof is complete.

We first observe that

(∇vh)T = (div vh) I − cof[∇vh] . (B.66)

Using (B.66) and integrating by parts we have

∫

Ω r (∇vh)T : ∇vh =

∫

Ω

r(div vh)2 −
∫

Ω

rcof[∇vh] : ∇vh

=

∫

Ω

r(div vh)2 +

∫

Ω

div(rcof[∇vh]) · vh , (B.67)

where all the boundary integrals vanish because the function rvh vanishes on the whole

boundary ∂Ω.

Due to Piola’s identity and using (B.66) we have

∫

Ω
div(rcof[∇vh]) · vh =

∫

Ω

cof[∇vh]∇r · vh

= −
∫

Ω

(∇vh)T∇r · vh +

∫

Ω

(div vh)∇r · vh . (B.68)

Recalling that on Γ we have ∇r = −n, simple algebra and an integration by parts give

−
∫

Ω
(∇vh)T∇r · vh = −

∫

Ω

∇r · [∇vh]vh

=

∫

Ω

(div vh)∇r · vh −
∫

Γ

(vh · n)(vh · ∇r)

=

∫

Ω

(div vh)∇r · vh +

∫

Γ

| vh · n |2 . (B.69)

Using (B.67), (B.68) and (B.69) it follows
∫

Ω

r (∇vh)T : ∇vh =

∫

Ω

r(div vh)2 + 2

∫

Ω

(div vh)(∇r · vh) +

∫

Γ

| vh · n |2 . (B.70)

We now split each component of vh in its linear and bubble parts, i.e.

vh = vL
h + vB

h = (vL
1 + vB

1 , vL
2 + vB

2 ) . (B.71)
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Accordingly, noting also that

∇r · vh = −(vL
2 + vB

2 ) , (B.72)

equation (B.70) can be written as

∫

Ω r (∇vh)T : ∇vh =

∫

Ω

r
(

div(vL
h + vB

h )
)2

−2

∫

Ω

(

div(vL
h + vB

h )
)

(vL
2 + vB

2 ) +

∫

Γ

| (vL
h + vB

h ) · n |2

= A1 + A2 + A3 . (B.73)

We now estimate the three terms above. We obviously have

A1 :=

∫

Ω

r
(

div(vL
h + vB

h )
)2 ≥ 2

∫

Ω

r(div vL
h )(div vB

h ) . (B.74)

Integrating by parts and using that ∇r · vB
h = −vB

2 , from (B.74) we obtain

A1 ≥ −2

∫

Ω

(div vL
h )∇r · vB

h = 2

∫

Ω

(div vL
h )vB

2 . (B.75)

Recalling that vh = vL
h + vB

h ∈ Kh and observing that vL
2 is a continuous piecewise

linear function, it follows that

A2 := −2

∫

Ω

(

div(vL
h + vB

h )
)

(vL
2 + vB

2 ) = −2

∫

Ω

(

div(vL
h + vB

h )
)

vB
2 . (B.76)

Since it holds
∫

Ω

(div vB
h )vB

2 = 0 , (B.77)

from (B.76) we get

A2 = −2

∫

Ω

(div vL
h )vB

2 . (B.78)

Furthermore, for A3 we obviously have

A3 :=

∫

Γ

| (vL
h + vB

h ) · n |2≥ 0 .
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Collecting (B.75),(B.78) and (B.79), we finally get (cf. (B.73))

∫

Ω

r (∇vh)T : ∇vh ≥ 2

∫

Ω

(div vL
h )vB

2 − 2

∫

Ω

(div vL
h )vB

2 = 0 . (B.79)

The Proposition is proved.

B.8 Proof for Proposition 5.2.9

Let us define the set F (γ) ⊂ Ω by

F (γ) =
{

(X, Y ) ∈ Ω : 2µ − γ r(X, Y ) ≤ 0
}

. (B.80)

Recalling that r(X, Y ) = 1−Y , the set F (γ) has positive area for γ > µ. It follows that,

for sufficiently small h, there exists K̃ ∈ Th completely contained in F (γ). Now take

(vh,Eh) ∈ Uh × Sh by choosing vh = 0 and Eh vanishing outside K̃. Moreover, in K̃

choose (cf. (5.77))

Eh|K̃ =

[

αξη ; 0

0 ; −αξη

]

with α 6= 0 . (B.81)

Notice that trEh = 0; hence (0, 0) 6= (0,Eh) ∈ Kh (cf. (5.79)). On the other hand, a

direct computation shows that

aγ(Eh,Eh) =

∫

K̃

(2µ − γ r)|Eh|2 . (B.82)

Since K̃ ⊆ F (γ), we have (2µ − γ r) ≤ 0, so that (B.82) implies

aγ(Eh,Eh) ≤ 0 . (B.83)

As a consequence the form aγ(·, ·) cannot be coercive on Kh for γ > µ, uniformly in h.


